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Introduction



Instructor

= Daniel Morgan
# Oracle ACE Director

= More than 45 years technology experience
= First computer was an IBM 360/40 mainframe in 1970
= Fortran IV and Punch Cards

ﬁf Curriculum author and primary Oracle instructor at University of Washington
8 Guest lecturer on Oracle at Harvard University

= Decades of hands-on SQL, PL/SQL, and DBA experience
= The "Morgan" behind Morgan's Library on the web

www.morganslibrary.orqg
= 10g, 11g, and 12c Beta tester
= Co-Founder Intl. GoldenGate Oracle Users Group
= Contact email: dmorgan@forsythe.com
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My Websites: Morgan's Library

Morgan®s Library

International Oracle Events 2015-2016 Calendar
Feb Mar Apr May dun Jul Aug Sep Det How Dec Jan

The library is a spam-free on-line resource with code demos for DBAs and Developers.

If you would like to see new Oracle database funtionality added to the library ... just email us.
Oracle 12.1.0.2.0 has been released and new features will be showing up for many weeks.
The first updates have already been made.

MadDog Morgan Training Events and Travels Oracle Events

ey « Bl jous Chicage, [llinois - Mar 10 =

Linesry « B8 yTOUG, Salt Lake City, Utah - Mar 1112 - % -

How Can 17 o B o % %

c QUGCH, Oslp Norway - Mar 1214 Fa

% « B collaborate, Las Vegas, Nevada - Apr 12-16 . s

Links o B0 NYOUG, New Yark, NY - May 13 =

Usar Groups —
%ﬁ“ Next Event: 27 January, Redwood Shores, CA Click on the map to find an event near you

General [ Worgan | Library Hews ACE News
| * Mergan's Blog

(=]
s & Would you like to become an Oracle ACE? &
Sarvices ® Join the Western Washington OUG 5
Lol Hobos & Terma of Liss e = a Learn more about becoming an ACE
Mgrgan's Oracle Podeast
Privicy Statement
* US Gowt Mil. 5TIGs [Security Checklisis * ACE Diregtory
Fresentations Map ® Bryn Llewellyn's PLISOL White Pa * ACE Google Map
3 oy 's Editioni | # ACE Program
aboard USA-T1 ® Explain Plan Vhite Paper * Stanley's Blog

A ORACLE' -~ Corlgrt.lullﬁmalh our nm:ll:
= ACE Director ﬁ ACE Directer Jim Cruprynski

’.) MEDECINT SANT FRONTMRET
SO TORS WTTHOUT BORINR
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My Websites: International GoldenGate Oracle Users Group

e G

€ ] =|8-

Oracle GG Documentation

1111 GoldenGaty
111 GoldenGate
L GaldenGats

Blogs & Links

Bilogs, links, sample code, and
wnicks & traps focusing on GoldenGate.

S05: Suppon Our Sponsors
We want to thank our supperters and

spongors for makang this webste possible
Please support them toa
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Welcome to the GoldenGate Users Group. We are creating a
technical community to provide a fecus for the international
= ity invohead in g and guring Oracle’s
GoldenGate software.

Please read our editor's page to find out more abowt our
goals

Click Here
I you would like 1o become one ol our community’s leunding
members click on the "Members” link below. We will have
application forms posted very soon that you can submit.

If you have links to content you have written, or content
written by others that you think would be of value 1o the
community, please email us the information so we can share
it.

Cur focus ks GoldenGate Software not any specific database
vendors product we will be looking for information about
projects with:
Dracle Sybase ASE
DB? Teradata

S0L Server 7 RN

We look forward to meeting as many of you as possible at
our first meeting in San Francisco at OpenWorld 2014,

Ple & kB w- 0 G

2014 Organizational Meeting
if you wll b= in San Francisco for

Dpen'World please plan to meet with
us: details to b2 announced here soon

Training Programs
IEGE0UG privdes independent

hands-on classes foCusing using
Oracle. SQL Server and DB2

Want to become an ACE 1oo?
Contact our leadership team

Leadership Team

Our leadership team is here because of
thew dechcation to the user community.,




Why Meta7

= The Oracle Only division of Forsythe dedicated to the Oracle Red Stack
= Highly skilled consultants with extensive experience across multiple industries
= Reliable on-time and on-budget delivery
= Aprofessional and agile team of Oracle technical experts
= New, State of the Art Technology Evaluation Center
= Secure hosting and Managed Services
= Flexible financial support

B Platinum
ORACLE Partner

\\\\\\\‘
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Travel Log: 2014
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Content Density Warning

Take Notes ... Ask Questions
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Mythology + Methodology



The #1 Database Performance Tuning Mythology

Instance Efficiency Percentages (Target 100%)

|Eluffer Maowrait %

| 8920 [Redo Mohvusit % [ 10000
[Bufter Hit %: | 9734 [n-memary Sort %: EEES
|Library Hit %: | 9997 [soft Parse %: R
[Execute to Parse %: | 99.29 Lateh Hit %: | =957
[Pares CPU to Parze Elapsd % | 0.0 [% NorParse CPL: | @660

This was from the worst performing Oracle Database I've seen since 2006

META; Solutions for the Red Stack
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The #1 Database Performance Tuning Methodology

Guessing

MHA; Solutions for the Red Stack
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BAAG Comrades

7-Sep-08

22-Sep-08

27-Sep-08

11-Feb-09
3-Mar-09

16-Mar-09

18-Mar-09
1-Apr-09
13-Apr-09

24-Apr-09

Mohammad llliyaz
hittp:/f

Ken Jordan

hitp:/f

Martin Berger
http:/fbenc at

Daniel Margan
hitp /iviww morganslibrany o

Fairlie Rego

http:/fwww.el-caro blogspot.com
Olnier NOEL

http:/f

Michael Erwin

http:/fwww.oracle. com/consulting
Ntechnology/grid-computing. html
Randolf Geist
http:/foracle-randolf blogspot.com/
Kewvin Fries

hitp:/f

Henrik Harsfort

http:/f

Paul Clare

hitp:/f

BAAG
Member
BAAG
Member
BAAG
Member

BAAG
Member

BAAG
Member
BAAG
Member
BAAG
Member

BAAG
Member
BAAG
Member
BAAG
Member
BAAG
Member

Because i also want to BATTLE AGAINST ANY
GUESSES
Seeking THE truth!

| travel on a sea of wild guesses, with some
islands of educated guesses. Knowledge is the
stars which help me traveling on these seas. |
need more light!

Too often a conclusion is simply the place where
someons becams tired of thinkang: Then the
"answer’ becomes a guess. a prejudice, or a
retreat 1o mythology | peefer the application of
synapses.

becoz | have had enuff

Help me in my daily struggle against Oracle

| like sharing what | know as actual fact vs.
guessing as well

| guess (!) it's time to join.
| guess it cannot make things worse, 've tried
everything else and the Magic 8-Ball broke.

to guess is to not know.

Creative problem sohing is evoling into an art
form.

® BAAG Membershipw

Christian Antognini
Karl Arao

Mark Bobak
Ronald Bradford
Wolfgang Breitling
Doug Burns
Andrew Clarke
Randolf Geist
Alex Gorbachev
Marco Gralike
Frits Hoogland
John Hurley

Anjo Kolk

David Kurtz
Jonathan Lewis
Robyn Sands
Jared Still
Jeremiah Wilton

MHA; Solutions for the Red Stack
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BAAG Comrades

he BAAG v
Blog About BAAG  BAAG Comrades Join BAAG
#BAAG on Twitter About BAAG MysaL
| 4 Baron Sehwarts
Battle Against Any Guess Peter Zaitsev
Recent Posts BAAG - what is it all about? The main idea is to eliminate quesswork from our decision making process — once Fythian Biog (MySQL)
The Statspack for PostgreSQL and for all. It's not Oracle specific even though the roets lie in the area of Oracle database administration. So keep
— Meet Pgstatspack reading even if you don't know anything about Oracle or computers. Before we go any further | should say that the
S0l Secor Perfanmance title was inspired by another fine BAA... site — BAARF. Just to avoid any guesses @
Diagnostic — 5till Guessing? Anjo Kalk
Welcome ASH Masters! After some mental fermentation the bith of BAAG had been finally taggered by an Oracle-L thread started as ASH Masters
BAAG Members page change 10gR2 performance sux. Title of the post was a direct consequence of pure guess and, worse yet, uneducated Cary Millsap
Avoiding Guesswork in guess. It's also interesting to see how the thread developed - guesswork. Another problem in the same thread was Daniel Fink
Complex Environments followed up by the same troubleshooting style. Perhaps. the auther, inspired by previous responses, also hoped to James Morle
find the magic solution from of Oracle-L powered (and often educated) guesses Jonathan Lewis
' Mogens Nergaard
Database performance tuning is one of the most noticeable areas where guesswork is still flourishing. There were Miall Litchfielkd
quite a few methodological techniques bom recently, such as YAPP and Method R, and older guess-based Pythian Blog {Oracle)
Recent Comments methods such as Tuning by BCHR are going away. Nevertheless, people’s mentality is very dificult to change and Tanel Podar
Alex Gorbachev on Avoiding we keep relying on guesswork hoping to solve the issue faster Hope-powered guess is the ewi Tom Kyte
Guesswork in Complex
Environments Performance tuning is just one example. Imagine that your Oracle database crushes with ORA-G00 and guesswork
Graham Oakes on Avoiding stants powerad my your experience. Dapanding how good your memory and exparience are you might want to ask Posm.sq_
Gu k in Complex in an Oracle forum something like "My database x % x x crashed with ORA-600. Anyone seen it?" It's fishing for a -
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Clearly

= No surprise ... | do not endorse guessing

» Possibly a big surprise ... | do not like normal AWR reports

= | think the solutions to every performance issue is an Exadata
= And | am not attracted to all the tools with pretty GUIs

= So let us take a deep dive into performance tuning and address the root cause
of the majority of issues | see in my work

= We will focus on what fixes all issues ... not just one issue

= We all know that 30+ years of doing it the way we have been
= DBMS_ SUPPORT introduced with version 7.2
= DBMS_TRACE introduced with version 8.1.5
= DBMS_MONITOR introduced with version 10.1
= 10053 and 10046 traces and TKPROF

has not eliminated tuning problems

MHA; Solutions for the Red Stack
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What Affects Performance

= Hardware = Application
= Servers Resources = Web Servers
= CPU

= Application Servers
= Middleware Caching
= Application Code Quality

= Memory
» Bus Bandwidth and Latency

= Storage Subsystems

= Networks
= Software
= QOperating System Configuration Let's focus on what is
= Virtual Machines important oxrtant
= Drivers \
= Database

but not on the radar

= Memory Allocation
= Optimizer Configuration
= SQL Quality

META; Solutions for the Red Stack



Hardware

» Servers and Operating Systems
= Blade Servers
= |/O Cards
= NUMA Architecture
» HugePages
= Swapiness
= Virtual Machines

= Storage

= Controllers

= Read-Write Caches

= LUN Size and Layout
= Networks

= TCP/IP

= UDP

META; Solutions for the Red Stack

16



Blade Servers 2

» Suitable for web and application servers
= Possibly usable for small databases
= A meltdown waiting to happen with RAC

RAC: Frequently Asked Questions (Doc ID 220970.1)

Cluster interconnect network separation can be satisfied either by using standalone, dedicated switches, which provide the highest degree of
network isolation, or Virtual Local Area Networks defined on the Ethernet switch, which provide broadcast domain isolation between IP
networks. VLANSs are fully supported for Oracle Clusterware interconnect deployments. Partitioning the Ethernet switch with VLANSs allows for:
- Sharing the same switch for private and public communication.

- Sharing the same switch for the private communication of more than one cluster.

- Sharing the same switch for private communication and shared storage access.

The following best practices should be followed:
The Cluster Interconnect VLAN must be on a non-routed IP subnet.

All Cluster Interconnect networks must be configured with non-routed IPs. The server-server communication should be single hop
through the switch via the interconnect VLAN. There is no VLAN-VLAN communication.

Oracle recommends maintaining a 1:1 mapping of subnet to VLAN.
The most common VLAN deployments maintain a 1:1 mapping of subnet to VLAN. It is strongly recommended to avoid multi-subnet mapping to

a single VLAN. Best practice recommends a single access VLAN port configured on the switch for the cluster interconnect VLAN. The server
side network interface should have access to a single VLAN.

MHA; Solutions for the Red Stack
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Blade Servers .2

= Blade servers, of which Cisco UCS is but one example,
do not have sufficient independent network cards to
avoid the networking becoming a single point of failure

* |tis good when the public interface has a "keep alive"
enabled but this is a fatal flaw for the cluster
interconnect as fail-over will be delayed

= When different types of packets, public, storage, and interconnect are mixed
low-level diagnostics are difficult ... if not impossible

» When different types of packets, public, storage, and interconnect are mixed
the latency of one is the latency of all

» Traffic from any one blade can impact all blades

Troubleshooting gc block lost and Poor Network Performance in a RAC Environment (Doc ID 563566.1)

e

T J & - y
e 7-3

6. Interconnect LAN non-dedicated
Description: Shared public IP traffic and/or shared NAS IP traffic, configured on the interconnect LAN will result in degraded
application performance, network congestion and, in extreme cases, global cache block loss.

Action: The interconnect/clusterware traffic should be on a dedicated LAN defined by a non-routed subnet. Interconnect traffic should be
isolated to the adjacent switch(es), e.g. interconnect traffic should not extend beyond the access layer switch(es) to which the links are attached.
The interconnect traffic should not be shared with public or NAS traffic. If Virtual LANs (VLANS) are used, the interconnect should be on a
single, dedicated VLAN mapped to a dedicated, non-routed subnet, which is isolated from public or NAS traffic.

MHA; Solutions for the Red Stack
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I/O (1:3)

= Not all HBA cards are the same

= NIC cards vary widely in capabilities and performance
= TCP/IP Off-loading
= Kernel Optimization of the TCP/IP stack

——enable TCP kernel auto-tuning
/proc/sys/net/ipv4/tcp_moderate_rcvbuf (l=on)

—— tune TCP max memory: tune to 2xBDP (Bandwidth x Delay Product)
—— For example, with 40 Mbits/sec bandwidth, 25 msec delay,

—-— BDP = (40 x 1000 / 8 Kbytes/sec) x (0.025 sec) ~ 128 Kbytes
/proc/sys/net/ipv4/tcp_rmem and tcp_wmem 4096 87380 174760

—— tune the socket buffer sizes by setting to 2xBDP
/proc/sys/net/core/rmem max and wmem_max

—— ensure that TCP Performance features are enabled
/proc/sys/net/ipv4/tcp_sack
/proc/sys/net/ipv4/tcp_window_scaling
/proc/sys/net/ipv4/tcp_timestamps

—— additionally be sure NIC cards have TCP off-loading capability

MHA; Solutions for the Red Stack



I/(:) (2:3)
= Optimize Data Guard

——sglnet.ora
NAMES .DIRECTORY_PATH= (TNSNAMES, EZCONNECT)
DEFAULT_SDU_SIZE=32767

—— listener.ora
DGLOGSHIPB =
(DESCRIPTION =
(SDU = 32767)
(SEND_BUF_SIZE=9375000)
(RECV_BUF_SIZE=9375000)
(ADDRESS_LIST =
(ADDRESS = (PROTOCOL = TCP) (HOST =
10.0.7.2) (PORT = 1526))
)
(CONNECT_DATA =
(SERVICE_NAME = prodb)

)

more examples: www.morganslibrary.org/reference/data_guard.html
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I/O (3:3)
» Optimize for RAC

= Read the Oracle installation documents with very careful attention to the advice given for
kernel parameters

= [f on Linux and you don't know what rmem and wmem are ... read the docs
= |f on Solaris and you don't know what rsize and wsize are ... read the docs?

MHA; Solutions for the Red Stack
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NUMA Memory Allocation

= Non-Uniform Memory Access

= A memory design used in multiprocessing, where the memory access time depends on the
memory location relative to the processor

= A processor can access its own local memory faster than non-local memory

= The benefits of NUMA are limited to particular workloads, notably on servers where the
data are often associated strongly with certain tasks or users

L L LT T,

Diagram Source: Wikipedia

MHA; Solutions for the Red Stack
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Detect NUMA Usage

[root@hclpl-odall etc]# numactl —--hardware NUMA Not Configured on an ODA
available: 1 nodes (0)
node 0 size: 262086 MB
node 0 free: 113558 MB
node distances:
node 0
0: 10

[root@hclpl-odall etc]# numactl —--show
policy: default

preferred node: current

physcpubind: 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41
42 43 44 45 46 47
cpubind: 0
nodebind: 0

enbanarmo [dmorgan@Rlxorapln5 ~]$ numactl —--hardware NUMA Configured

available: 2 nodes (0-1)
node 0 size: 48457 MB
node 0 free: 269 MB
node 1 size: 48480 MB
node 1 free: 47 MB
node distances:
node 0 1

0: 10 20

1: 20 10

[dmorgan@lxorapln5 ~]$ numactl —-show

policy: default

preferred node: current

physcpubind: 01 2 3 45 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
cpubind: 0 1

nodebind: 0 1

membind: 0 1

MHA? Solutions for the Red Stack more examples: www.morganslibrary.org/reference/numa.html s



Is Your Database NUMA Aware?

SQL> SELECT a.ksppinm PNAME,

c.ksppstvl PVAL, a.ksppdesc PDESC

2 FROM x$ksppi a, x$ksppcv b, x$ksppsv c

3 WHERE a.indx = b.indx
4 AND a.indx = c.indx

5 AND LOWER(a.ksppinm) LIKE '$numa$'

6* ORDER BY 1;

PNAME

PVAL

PDESC

_NUMA_instance_mapping
_NUMA pool_size
_db_block_numa
_enable NUMA_ interleave
_enable NUMA optimization
_enable NUMA_support
_numa_buffer cache_stats
_numa_shift_enabled
_numa_shift_wvalue
_numa_trace_level
_px_numa_stealing enabled
_pPx_numa_support_enabled
_rm_numa_sched_enable
policy enabled

_rm numa_simulation_cpus
resource mgr

_rm _numa_simulation_pgs

MHA; Solutions for the Red Stack

Not specified
Not specified
1

TRUE

FALSE

FALSE

0

TRUE

0

0

TRUE

FALSE

FALSE

Set of nodes that this instance should run on
aggregate size in bytes of NUMA pool

Number of NUMA nodes

Enable NUMA interleave mode

Enable NUMA specific optimizations

Enable NUMA support and optimizations

Configure NUMA buffer cache stats

Enable NUMA shift

user defined value for numa nodes shift

numa trace event

enable/disable PQ granule stealing across NUMA nodes
enable/disable PQ NUMA support

Is Resource Manager (RM) related NUMA scheduled

number of cpus for each pg for numa simulation in

number of PGs for numa simulation in resource manager

more examples: www.morganslibrary.org/reference/numa.html

24



Enable Database NUMA Support

conn / as sysdba

ALTER SYSTEM SET "_enable NUMA_support" = TRUE
COMMENT= 'NUMA Support Enabled 15-Mar-2015'

CONTAINER=ALL
SCOPE=SPFILE
SID="'*";

MHA; Solutions for the Red Stack

more examples: www.morganslibrary.org/reference/numa.html
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HugePages

= Also known as "Large Memory Pages" or just "Large Pages"

= Each page table entry represents a “virtual to physical” translation of a
process’s memory

= Can be as large as 64 KB in size per entry
= (Can be huge for large memory systems

= See PageTables in /proc/meminfo
= Aslargea 1.5GB

= The entire SGA must fit inside the HugePages
= |fit does not fit ... then none of it will use the HugePage memory

= You will essentially have walled your database off from using a large portion of the server's
memory

MHA; Solutions for the Red Stack
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Swapiness

= Swapping (aka Paging)
* |n a sense the operating system's version of the Oracle Temp tablespace

vm.swapiness=0 The kernel will swap only to avoid an out of memory condition
vm.swapiness=60 The default value
vm.swapiness=100 The kernel will swap aggressively

= |n older versions of the ODA swapiness was set at 0 (a bad idea) and with the
X5-2 has been set at 100 (an equally bad idea)

MHA; Solutions for the Red Stack
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Virtual Machines

= |_eave sufficient cpu resources for the bare-metal operating system to perform
I/O and manage network traffic

= Disable interrupt coalescing
= Disable chipset power management
= Read the docs http://www.vmware.com/pdf/Perf Best Practices vSphere5.0.pdf

= VMs on NUMA machines should be configured to enhance memory allocation
= This example is from vSphere where 0 and 1 are the processor sockets

numa.nodeAffinity=0,1

MHA; Solutions for the Red Stack
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Storage Hardware

= Storage

Spinning Disk
Solid State Devices
Controllers

SAN Switches

Kaminario K2

NetApp FASE240
cluster

Fusion-io iDrive2

Flash/DRAM
MHybrid SSD

Flash/Disk

58D

MHA; Solutions for the Red Stack

Up to 1,200,000 IOPS SPC-110PS

; FC
with the K2-D (DRAM)I#1I42]

1,261,145 SPECsfs2008 nfsv3 I0OPs

using 1,440 15K disks, across 60 NFS, CIFS, FC,

shelves, with virtual storage FCoE, iSCSI
tiering 4%
Up to 9,608,000 IOPSI44] PCle

Device Type IOPS Interface | Notes
7,200 rpm SATA drives | HDD | ~75-100 IOPSIZl | SATA 3 Gbit/s
10,000 rpm SATA drives | HDD | ~125-150 IOPSI2! | SATA 3 Gbit/s
10,000 rpm SAS drives | HDD | ~140 |OPS[2 SAS
15,000 rpm SAS drives | HDD | ~175-210 IOPSIE! | SAS

SPECsfs2008 is the latest version of the Standard Performance
Evaluation Corporation benchmark suite measuring file server
throughput and response time, providing a standardized method for
comparing performance: across different vendor platforms.

hitp-/fwww.spec.org/sis2008 &.

Only via demonstration so far.
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Storage Heat Map

SP A Utilization SP B Utilization

SP A Dirty Cache Pgges SP B Dirty Cache Pages

Bus 2

b || [ [ ower Joowem [ enkn ] owwm | owem | ] ] ] [ ]
boeo
_ 810K 72 _ 815K 72 _— 10K 72 1’ 10K 72 12 10K 72 1’ 10K 72 — 15K 72 _ 10K 72 — 10K 72 _ 10K 72 — 10K 72 _ 10K 72
—mmmmmmmmmmmm
boe2

P A o An
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19 15K 72 19 15K 72 19 15K 72 19 15K 72 19 15K 72 18 15K 72 18 15K 72 18 15K 72 18 15K 72 18 15K 72 18 15K 72 18 15K 72 18 15K 72 18 15K 72 18 15K 72
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Storage Layout

LUN 208
LUN 204

LUN 74

LUN 94
LUN 200

LUN 81
LUN 205

LUN 78

HA; Solutions for the Red Stack

LUN 101

LUN 57

LUN 82

LUN 35

LUN 92

LUN 102

LUN 105

LUN 49

LUN 104

LUN 53

LUN 62

LUN 58

LUN 206

LUN 130

LUN 84

LUN 43

LUN 106 LUN 107 LUN 51
LUN 47 LUN 126 LUN 103 LUN 85
LUN 44 LUN 56 LUN 45 LUN 67 LUN 14
LUN 17 LUN26 LUN8 LUN2 LUN4
LUN1 LUN5 LUN6 LUNS5
LUN 30
LUN LUN LUN  LUN
LUN 19
LUN LUN LU LU LU
LUN
LUN LU LU LU LU
LUN 88 LU
LUN LUN LU - - I
LUN 207

LUN

o .
LN LN [y LE

cOvmwareO1p, cOvmware...

cOvmware02p, cOvmware...

cOora01p

cOodsrac01p, cOodsrac02p

. c00ds04p

cOorarac01p, cOorarac...
cOvisdb03p, cOvisdb04p

cOorademand01p

cOvmware13p, cOvmware...

cOfile01p, cOfile02p,...
cOvisrptdb01p
cObaltimore01p
cOws01p, cOws02p

. cOorademand02t
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In-Object Space Wastage ¢
» By default the Oracle Database wastes 10% of all the storage you allocate to it

SQL> SELECT owner, pct_free, count(*)
2 FROM dba_tables
3 WHERE pct_free IS NOT NULL

3 GROUP BY owner, pct_free
4* ORDER BY 1,2;

General Block Information
Table Dictionary (Block add, Segment type)
85 ~ 100 bytes

OWNER PCT_FREE COUNT (*)

________________________________________ Row Dictionary

APEX_040200 0 2

APEX_040200 10 450 | o
CTXSYS 0 2 ,  Free Space (Default 10%)
CTXSYS 10 37 '

Table info in Cluster

Row info in Block

DBSNMP 0 1 (2 byte per row)
DBSNMP 10 19

DVSYS 10 34 )
GSMADMIN_INTERNAL 0 5 Used when a row is
GSMADMIN_INTERNAL 10 14 inserted or updated
LEACETS L0 22 (pctfree, pctused)
MDSYS 10 130

ORDDATA 10 90

SYs 0 90 Table or Index Data
SYS 1 15

SYS 10 1105

SYSTEM 0 1

SYSTEM 10 131

WMSYS 0 16

WMSYS 10 24

XDB 10 28

XDB 99 1

MHA; Solutions for the Red Stack
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In-Object Space Wastage e«

Within file systems space may not be allocated efficiently to data files
Within data files space may not be allocated efficiently to segments
Within segment extents space may not be allocated efficiently too

In the preceding example, assuming 10% free space and 90 rows per block
» Reading 89 rows requires reading 8K

Reading 91 rows requires reading 16K

Without the pctfree loss reading 91-100 rows would still require only 8K of 1/0

With the free space at 10% reading 200 rows requires reading 3 x 8K

With the free space at 0% reading 200 rows saves 1/3 of the I/O

Know your systems well enough to know if you can eliminate the pct free value

MHA; Solutions for the Red Stack
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In-Object Space Wastage e«

= Online segments can be shrunk using a variety of technologies
= DBMS_REDEFINITION
= DBMS_SPACE
= DDL

SQL> ALTER TABLE servers ENABLE ROW MOVEMENT;
SQL> ALTER TABLE servers SHRINK SPACE CASCADE;

High Water Mark Free Space

High Water Mark Free Space

MHA; Solutions for the Red Stack
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In-Object Space Wastage s
= DBMS_SPACE Built-In Package

= Fully documented and supported

= FREE_BLOCKS

= SPACE_USAGE

= UNUSED SPACE

= VERIFY_SHRINK_CANDIDATE

= VERIFY_SHRINK_CANDIDATE TBF
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In-Object Space Wastage ¢«

= No wastage

SQL> DECLARE
2 uf NUMBER;
ub  NUMBER;
4 f1  NUMBER;
5 flb NUMBER;
6 f2 NUMBER;
7 f2b NUMBER;
8 f3  NUMBER;
9 f3b NUMBER;
10 f4 NUMBER;
11 f4b NUMBER;
12 fbl NUMBER;
13 fby NUMBER;
14 BEGIN
15 dbms_space.s

17 dbms_output
18 dbms_output
19 dbms_output
20 dbms_output
21 dbms_output
22 dbms_output
23 dbms_output
24 dbms_output
25 dbms_output
26 dbms_output
27 dbms_output
28 dbms_output
29 END;

30 /
unformatted blocks:
unformatted bytes:
blocks 0-25% free:
bytes 0-25% free:
blocks 25-50% free:
bytes 25-50% free:
blocks 50-75% free:
bytes 50-75% free:

blocks 75-100% free:

bytes 75-100% free:
full blocks:
full bytes:

META; Solutions for the Red Stack

.put_line('unformatted blocks: '
.put_line('unformatted bytes: '
.put_line('blocks 0-25% free: '
.put_line('bytes 0-25% free: '
.put_line('blocks 25-50% free: '
.put_line('bytes 25-50% free: '
.put_line('blocks 50-75% free: '
.put_line('bytes 50-75% free: '
.put_line('blocks 75-100% free: '
.put_line('bytes 75-100% free: '
.put_line('full blocks: '
.put_line('full bytes: '

pace_usage ('UWCLASS', 'SERVERS', 'TABLE', uf, ub, f1, flb, £f2, f2b, £3, £3b, f4, f4b, fbl, fby);

TO_CHAR (uf)) ;
TO_CHAR(ub)) ;
TO_CHAR(f1));
TO_CHAR(f1b));
TO_CHAR(£2));
TO_CHAR(£f2Db)) ;
TO_CHAR(£3));
TO_CHAR(£3Db));
TO_CHAR(f4));
TO_CHAR(£f4Db)) ;
TO_CHAR (fbl)) ;
TO_CHAR(fby) ) ;

6384
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In-Object Space Wastage e«

= Minor wastage

SQL> DECLARE
2 uf  NUMBER;
ub  NUMBER;

4 f1  NUMBER;
5 flb NUMBER;
6 f2  NUMBER;
7 f2b NUMBER;
8 f3  NUMBER;
9 f£3b NUMBER;
10 f4  NUMBER;
11 f4b NUMBER;
12 fbl NUMBER;
13 fby NUMBER;

14 BEGIN

15 dbms_space.space_usage ('XDB', 'X$QN40ORNNWS4T9IVANV2GK293AFHS', 'TABLE', uf, ub, fl, flb, £f2, f2b, £3, f3b, f4, f4b, fbl, fby);
16

17 dbms_output.put_line('unformatted blocks: ' || TO_CHAR(uf));
18 dbms_output.put_line('unformatted bytes: ' || TO_CHAR(ub));
19 dbms_output.put_line('blocks 0-25% free: ' || TO_CHAR(fl));
20 dbms_output.put_line('bytes 0-25% free: ' || TO_CHAR(flb));
21 dbms_output.put_line('blocks 25-50% free: ' || TO_CHAR(f2));
22 dbms_output.put_line('bytes 25-50% free: ' || TO_CHAR(f2Db));
23 dbms_output.put_line('blocks 50-75% free: ' || TO_CHAR(f3));
24 dbms_output.put_line('bytes 50-75% free: ' || TO_CHAR(f3b));
25 dbms_output.put_line('blocks 75-100% free: ' || TO_CHAR(f4));
26 dbms_output.put_line('bytes 75-100% free: ' || TO_CHAR(f4b));
27 dbms_output.put_line('full blocks: ' || TO_CHAR(fbl));
28 dbms_output.put_line('full bytes: ' || TO_CHAR(fby));
29 END;

30 /

unformatted blocks:
unformatted bytes:
blocks 0-25% free:
bytes 0-25% free:
blocks 25-50% free:
bytes 25-50% free:
blocks 50-75% free:
bytes 50-75% free:
blocks 75-100% free:
bytes 75-100% free: 16384
full blocks: 2
full bytes: 16384
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Other Object Optimizations

» QOracle's default tablespace settings waste disk and create unnecessary I/O
= Often a smallfile tablespace is a bad choice

Default table creations are almost always inefficient

= Often heap tables are a bad choice

Not every index should be a default B*Tree

= And poor choices lead to poor performance

Oracle sequence object defaults are almost always inefficient

= A default cache size of 20 is a bad choice essentially all of the time

The vast majority of PL/SQL | see written would have been valid in version
7.3.4

= Constants declared as variables
= Poor choices of data types
= Non-use of FORALL syntax

Oracle optimizes data dictionary performance by clustering tables ... do you?
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I'm Not Afraid To Show You Mine
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Page One

Dy Eidkh

[SELECT BRICSSON_CSCORE EOS AS TABLENAME, sumdsy, CASE YWHEN percentisurmearised_ontime_count, forfime_cound-bsbe_courd), 2) = 100 THEN 100 ELSE percentisusmarissd_ontimes_courd, (onlime_court-lale_court), 2) END
pancent_of_culoll, chee whwen 100 pencand] summdnised_onlime_count, (ondime_count-iste_cound), Z) < 0 then O etos 1 00-pancentsimmarncsed _ontime _count, (onlime_count-lele_opuent), 20 end percessnd _of_culodi_nol_sumessd,

Eaeence T ST Sl _ontiemes: _colrl, ontimes _colnt diabe_colind, 2)percasnd s _od _lobal_bySeim, percenb]Suminr| S0 _orgime_count s SLemamarisso_inte_courd, ongime_countsiste_count, 2 cunment_percentigs, onbime _cound siabe_count
curmrend_raw_slements, summarized_ontime_countssummarized_lste_count cuerent _summary_slements, summarnised _onbime_cound-sumemarised_lale_count SUM_ELENENTS _ATSAM, lafe_count lale_re_slements, ontime _count-
Jale_count svailable_at_oulofd, percsntinum_od_sumrowes, num_of _rows, 2) sccuracy from [ sslect count{disting case when truncidatstime_ins, 'mi7) = iruno(sysdate)+ 324 then MSC end) late_count, counb{distinct case wien
trurcdadetime_ire, 7 = frunc(ysdale)= 324 than MEC and) onbime_cour, count (7] ium_of_rowss from ERICSS0N_CECORE EQS where dalelime betwasen trunc(zysdsle)] and lruncisysdale) ) 24/80 rawt, | selec

e ciatedime)sLenaay, counb{destinet case when Trenciostelime_ins:, 'mi7) = uncisysoae)+ 724 then MEC erd) sumerarisecd_lsle_court, counbidistingt case when Truncidstelime_ing, ') = tnanc(s yidste)+ 724 then MSC end)
reummarised_ontime _count, sumdeniries) num_of_sumrces from ERICSS0N_CSO0RE ECS_DY where daletime = frunclsysdabe)-1 st union ol ZELECT ERICSSON_CSO0RE MICSTATS AT TASLENAME, sumdry, CASE WHEN
percent;summansed_ontime_court, (ontime_count-lafe_count), 2) = 100 THEN 100 ELSE percent{summarised_ontime_count, (ontime_courd-labe_cound), 2) END percend_of _cudodf, coage when 100-percent{ summarised_ontime_count,
ontime _count-labe_count), 2 « 0 hen O slse 1 00.percentl summarised _ontime_count, (ontime_count-late_count), Z) end percent_od_cutaff_nol _summed , percent]summarnissd _ontims_count, ontims_count Hate_count,
[percentage_ol_Lotal_brySam, percant(summanised_anlime_count+summarized_lale_count, anlime_counissls_court, 2) current_percertage, ontime_counl +isle_sount cunmend_rat_slemanls,

LT FEi Ol _ CoOund+ Smmarisnd _bate_cound CLrTent _sumimary _elsemerts, summanched _ontime _colnt-Summasrised_lale_opunt SUM_ELEWENTS_ATSAM, e _cound te_ravwy_slements, onlime_count-bele_count seadabde sl culold,
pencentinum_of_gumrows, num_ol_roves, ) accuracy inom [ selec] count(dishint case wien truncoe lime:_ing:, 'mil) = unc) sysdae)» 2024 then WSC end) labe_cound, cound(dishinct case wwhen tronc{daletime_ing, mi) «
truncisysdate)+ 204 then MEC end) antime_count, court (*) rum_of_rowes from ERICSS0N_CS00RE MECSTATS where datetime bebween truncisysdate)-1 and fruncisysdate]-1. 2480 Jrawt, | select maoddatetime sumday, countdis] inc
case when truncdatetime_ing, 'mi’) = trunciSysdate)+ 7724 then MSC end) summarnised_labe_count, countdistinct case when truncidatetime_ing, 'mi’) = runclsysdate)+ 724 then MEC end) summarised_ontime_count, sum{entnies)
Frim_af_giafieres from ERICSSON_CSCORE MECSTATS_DY whers dislims = trunclsysdale).) it umion al SELECT ERICSSION_CSCORE MTRAFTYPE' AS TABLEMAME, sumday’, CASE WHEN persanl]simmarnzd_onlins_sourt,
(ongime _cound aba_count), 2) = 100 THEN 100 ELSE parcent]susmarssd_ontime_cound, (onlimes_count-lste_count), 2 BND percent_of_cutolT, case whn 100-parcent summartsed_ontims_count, (onlise_court-iste_counl), 20 =0 1kan 0
el 100-percont [Surmemar sec_ontime:_count, (onme_count-iabe_cound), 20 endd percent_of_cubofT_nod _suemmed, penceni] s mmnnise: _ontiems_count, ontime _countdabe_count, Jpercentace_of_lotal_bySam,

percent summansed_onbime _count rsummansed kate count, ontime _count viabe_count, 2} current_percentage, ontme countHale court current_raw_elements, =mw_mh¢_whwm_m_wt

currend_summany _eslements, summarised_ontime _count -summarised _abs_count SU_FLEMENTS _ATSAM, Isle_count lste_raw _slemerts, ontime_countlats_count available_st_cutofi, perosntinum_of _sumrows, num_od_rowes, 2)
moCuracy from [ delect counl{delined cate wien tnuncl dabelime_ing_ &%) » irunc(syedabe+ 304 e MSC and) lale_count, count{deling] cate wiven trunc{dabelime_ing, W) « nno{ysdate) 304 then MSC end) antime_counl |, court (*)
P _0f_inoiads: Inoim ERICSSON_CSCORE MTRAFTYPE wihers ol elime Betw/aen Wunc{sysaste)-1 and truncisysoale)-1 2050 e, [ Sabech amsoidal stine)simdy, colin[@eiinct case swhan truncldalelimes_ire, Wi = truncsysdale)s 7524
tiin MSC Gnol) SUPRMONESS_Iate _colind, counl(dE8inct Ciags wihin truncldabetime_ine, ') « trunc] sy sodube)s 729 thin MSC and) SLMMBISsd_onlimes _coint, SUM(ENITEE) niam_od _sumnowes: Trom ERICSSON_CRCORE MTRAFTYPE_DY
rvhiere dabetime = trunclsysoate)-1 Jsumt union all SELECT BRICSSON_GERAN CELLGPRS' AS TABLENAME, suemdlay, CASE WHEN percent(summarised_ontime_count, (onbime_cound-lsbe_count), 29 = 100 THEN 100 ELSE
percentsummanssd_ontime _court, (onlime_count-late_count), 2) END percent_of_cutolf, case when 100-percent summarnzed_ontime_court, (ontime _count-late_count), 2) = 0 then 0 elze 1 00-parcent]summarnissd_ontims_court,
Vortime_cound babe_cound), 7 erdmert_pl.umrr_nu_smm muﬂmﬂmﬂm_mﬂ ontime_court+sbe_cound, Mm:ga_guudjﬁm percertizummarisad_ontime_sound+susmarised _lsbe_count,
orftine:_counlslele_count, 2) current_percentage, ontime _cound+iste_counl cusmend _rens_element s, susmmacised_oniime_cound s sLemmantsed _late _cound current _sinemdey _eleement s, summannssd_onlims_colnt-summariced_|ale_count
[BUM_ELEWENTS_ATSAM, Inbe_cound infe_ravw_siements, ontime_count-infe_count svadable_nst_culodd, percend(num _od_sumrows, num_of_nowws, 2) eccuracy from [ gelect countidisting case when trunc(d abelime_ing, ') =
trunc(sysdate)+ 324 then B5C end) labe_cound, countidisbnct case wihen trunc{detetime_ins, 'mi") < trunci sy sdate)» 324 then BSC end) ontime_count, count (") num_od_rowes from ERICSSON_GERAN CELLGFRS wherne dabetime between
trunc(sysdate)-1 and trunc(sysdate)-1 2460 jrawd, ( select macdatetimesumaay, count{distinct case when trunc(datetime_ins, 'mi) = trunc(sysdate)+ 724 then BEC end) summanssd_laba_count, countfdistinct case when
trune(daletimea_ins, i = trunceysdale)sTi24 than BSC eand) Summarised_ontime_cour, susieriries) nun_oT_stumrows rom ERICSS0N_GERAN CELLGPRS DY wirs daletims = rundSysdabe).1 Joumt unian all SELECT
[ERICSS0OM_GERAN CELLETATE' AS TABLEMAME, sumday, CASE WHEM percert{summarisad_ontime_cound, (ontime_countdebe_count], 2= 100 THEN 100 ELSE pevcend] summarised_onlise_count, (ondime_count-lste_count), Z) END
pencent_of_culoll, caee when 100-pencent] summanised_ontme_count, (onlime_count-inte_count), 20 = 0 then O elpe 100-pencent]summprsed _ontime_count, (ontime_count-lale_cpunt), 20 end perctnd_of_culodi_not_sumessd,
percentlsummansed_ontime_court, ontime_countsabe_cound, Zjpercentage_od_fotal_bySam, percent{summarized_ontime_count+summarised_late_count, ontime_count+iate_count, ) curment_percentage, orlime_count Hlate _count
currend_rawr_slements, summarised_ontime_count+summarised_isle_count current_summanry_slements, summarised_onbime _count-summarised _lale_count SUM_ELEWMENTS _ATSAM, Iasfe_ count lale_raw_elements, ontime_count.-
lade_court svadable_al_eudoft, perostd{num_of_$usrowes, fum_of _rows, 2) stcurady froe [ dedect count{disling] case wien trunc{dabstime_ing, ') » Irnunc{sysdate s 324 then BEC end) labs_count, count(dishingt cads when
truanc:daletime_ins, Wi = trencisysdale)s 324 han BSC encl) ontime_count, count (™) nium_ol_rowws Trom ERICSS0N_GERAN CELLSTATS where datelime between buncisysdate)-1 and tnuncsysdeale)- 1 2460 rawd, [ select
Ao ime JSLmoay, CoLNBdesinGt CRse W Treanc{oadelime_ing:, 'm) = buncisyson e)+7 24 then B30 end) summanised_labe_count, cont(disbnct cage when truncidatetime_ine, mil) < inunc)sysdulel 724 then BSC end)
summarised_ontme_count, sumieniries) num_of_sumrces from ERICES0N_GERAN CELLETATS_DY where dabetime = truncisysdate)-1 jsumt union ol SELECT BRICSS0N_PECORE MW AS TABLERAME, sumdy, CASE WHEN
percent(summangesd_ontime _count, (ontime_count-late_count), 2) = 100 THEN 100 ELSE percent| summarised_antime_count, (ontime_count-laba_count], 2] ENDr percend_of_cutodf, came when 1000 percent| summarised_ontime_count,
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Page Two

Cionbime_cound-dabe_count), 31 « O then O eise 100-percent| summarized_ondime_counl, (ontime_cound-Sabe_count), 21 end percent_of _cutof_nob_summed, percend| sumenarised_ontime_count, cndime:_countslste_count,
[Mpercentage_ol_tobal_brySam, percent| summarised_ontime_countssummariged_late_count, ontime_count »lsle_count, 2) cureni_perceniage, ontime_count labe_cound curr ent_rew _elements,
[Eummarised_ontime _count+summarndsed _lsbe_count current_summary_slements, summarnsed_ontime_count-summansed _lsbe_count SUM_BLEMENTS _ATSAM, labe_court labe_ranw _slements, ontime_coun Sabs_count awailable_st_cuoff,
el _iol_Sueonacs, Milah _od_Fivacs, 20 Steurssy fnoen [ select courbidstinel case when truncidsbstime_ing, W7 = Irunc{sysdaba’+ 324 Sen SEEND erd) lale_court, countidsline case when truncidabstime_ing, 'wi) =
trunc gy ckate 1+ 324 thien SOSNID end) ontime_count, count ) nim_ol_rows from ERICSSON_PSCORE WM where distetirme Ditwssn trunc]sysouba)-1 and trunc{sy siabe)-1 2460 Jracet, [ Sebact mace(daletimesumosry, Couniietingg cages
Pevheteny trunciciadetima_insg:, 'mi7) = trunc{aysoete)+7 024 thin SOSNID end) sumemanised_labe_count, counbcstinct case 'when truncy dabetime_ing, ) < trunc(sysoabe )+ 724 then SOSMD ered) summarised_ongime_count, Suedenries)
ream_of _sumecws fram BRICSS0M_PEOORE MM_DY where defetime = frunc(sysdate)-1 sumt union al SELECT ERICSSON_PSCORE SGENSTAT AS TABLENAME, surrdsy, CALE WaHEN percent(summarized_ortime _count,
m_:u.ﬁ-ﬁ:u court], 21 = 100 THEN 1D]ELSEpauﬂ'i.tsummed onlime_court, (ortime_count-late_coun), E]Eﬂlip-emu'i of _cadedd, case when 1m-per|‘:u'l{s|.mnmud_m courd, (ortime _courd Jabe “eourt), 2) = D then 0
jedze 1 D0-percert{summarisad_ontime _cound, (ontime_cound-laebe_count], iju‘ﬂpﬁml._nr_nlmi_rﬂ_nlm n&wl{su.mhﬁl_uﬂme o, ordirne_cound +a e_count, Zpercentage_of_botal_bvSam,
percent summarnsed_ontime_courbssumaarized_lale_count, ontime_counteiate_count, 2) current_percenbage, ongime_count+lse_count current_ravw_slements, summarised_onbime_couni+sienmarksed_labe_count
cLEren]_summary _shements, summaniged_onbime _count-pummanized_lole_count SUM_ELEMENTS _ATSAM, labe_cound lafe_rows_clements, ontime_cpuni-lsfe_count avalable_ol_cutoft, percentirum_of _sumnows, nom_of _rows, 2
mocuracy from § select couni{distingd came when truncidatetime_ins, ‘mi7) = fruncsysdabe =024 then SGEMD end) late_count, countdistingd case when truncidatetime_ins, 'mif) < frunc(sy sdate= 324 then SSEMD end) ontime_count,
ol (%) furh _od_rovwes Trom ERICSS0N_PSCORE SGSHNSTAT whers datelime batween buncisysdale) and truncisysdale) 1 2460 jrawd, [ sslect madatelimesundyy, countdistinct case when lrunc{datetime_jing, 'mi =
trinc]yackate 4+ 724 thin SESNID end) Surmearised_lale_count, Count{dsting] case wihen trunc]dabetime_ing, 'mi7) < truncdsysdabes TiTd then SEESMID and) sumiarissd_ontims _cound | SUmenirias) nm_oT_Susi o Trom
ERICSSON_PRCORE SOSMSTAT_DY whare dafitime = frunc)sysdmtel-1 ot unon s SELECT ERICSSON_UTRAN RBS_CARRIER" AS TABLENAME , sufdliny, CASE WHEN parcenfl susmemaisod_ondime_count, (onbime_colnd s _colnt),
(= 100 THEN 100 ELSE percenti sumearised_ontime_count, (onbme_cound-Jabe_count), 2) END percent_od_cutaff, case when 100-percent summarised_ontime_count, (ontme _court- lsle_count], 2) < 0 then 0 eise
M00-percent]summarised_ontime_cound, (ontime _count-lale_court), 2) end peroent_of_culodd_not_summed, percent(summarized_ontime_cound, ontime_count+iaie_count, Zpercentage_od_total_bvSam,
prercandl summarnized_onlime_court+summarised_lals_court, onlime_court+als_courd, 2) current_percertage, onfime_count+late_couni curreni_raw_slemants, summarisad_oniime_cound+summansed_lsbe_count
e _summiary _slements, susmmarised_ontime _cound -summsrised_lale_count SUM_ELEWMENTS_ATSAM, laba_cound late_raw_slements, ondime_oount-lste_count avalable_sl_cufofd, percenbirum_of_sumediws, mam_of_rows, )
mocuracy from [ select oouni{dstingd case when buncidabetime_ing, ‘mi7) = tnuncsysdabe) 324 then BODED end) Inte_count, count{distingt case when truncidatetime_ine, 'm7) « frunc]sysdstels 2024 then NODED end) ontime_count,
count (*) mum_od_roves from ERICSSON_UTRAN RES_CARRIER where dotetime betwisen truncsysdate)-1 and {runc] sysdabe’)-1.2480 et | select menddetetime mumdery, counl{distinct cose when trunc(datetime_ing, ‘m) =
truncsysdate j+7 124 then NODER end) summarised_lsle_count, counl{distind case when bruncidabastime_ins, 'mi") < fruncsy sdabes 724 then NODEB end) summarnised_ontime_count, sumientries) num_od_sumrows from
ERICSS0N_UTRAN RES_CARRER_DY wihdre daletild = (runcdsysdaba).d umt union al SELECT ERICESSON_UTRAM RES_FDCHRES' AS TABLEMAME, sumday, CASE WHEN parnsenls sumimarised_online _sount, (anime_sounl.|
_coiird), Z) = 100 THEN 100 ELSE pércantlSumnimisrtssd_onims_coiunt, (enliems_coint-lale_count), 2) END percent_of_cubort, ches wien 1 00-percanll sumimdessd_ontime_count, (ondime_cound-tabe_coiind], 2) < 0 Ben 0 st
Q0-percenblsummartsed_ontme_count, (ontime_count-iete_count), 2 end percent_of_culod!_not_sumened, percent(summnrised_ontime_count, ontime_count+iste_count, Zpercentege_ol_fotel_krySam,
=LA el orl'-'c wm;umm;:dlde court, qu'lle courtHabe_count, !‘]:m:ﬁm:ﬁaﬁe onfme l:a.l'l-tldl,-.- ot current _rav_elements, summarised |_onbime_cound+summansed iabe cound
el _sumimany _elements, summanisad _ontime _court -surmmarised_lale_count SUM_ELEMENTS _ATSAM, labe_count late_raw_dlements, ontime_count-lste_counl avalable_sl_cotoff, percenbrum_af_Sumnows, rum_of_rows, )
wzy Troi [ aelec] counl{datineg coass when uncldsletime_ing, il = truncsysdale)= 24 than NODED and) late_counl, Counll@ained s when runcldelstime _ire, 7 < ety sdele)s 224 (hah NODED and) ortime _coun,
(™) nian_od _rovees: Trom ERICSSON_UTRAN RES_EDCHRES whers dabetims betwmen iranclsysdabe’-1 and trunc{Eysoabe])- 124060 rawt, [ sobac mecdebetime sumd ey, couni@eting] cass when truncidelbetims_ing, 'mil =
wysoiabe)+7 24 then NODER end) summarized_lsle_count, count{disting case when tunc(dabetme_ing, 'mf) < tranc sy sdabe)s 7234 then NODES end) summanised_ontime_cound, sumientries) num_od_sumiowes from ERICSSOM_UT
RES_EDCHRES DY where dabetime = frunc{sysdabe)-1 Jzumt union ol SELECT ERICSSON_UTRAN RES_HSDSCHRES' A5 TABLENAME , sumday, CASE YWHEN percent] summarised _ontime_count, (onfime _cound Jabe_court), 2) = 100
100 ELSE percent(summarised_ontime_courd, (ontime_countdabs_count), 2 END percent_od_cubalf, case whan 100.percentisummarnssd _ontims_court, (onlime_court.late_sount), 20 = 0 then 0 slse
(1 D0-percerb{Lummaribed_ontme_count, (onlims_coind-labe_count), 2)end peecen _of _culofd_nob_sumensd, percent] surmarised_ontime_cound, onfime _coun +lste_sount, Zpercentsge_od_otal_EreSam,
peercant sLenmaniged _ontime_countssumemarized_lale_count, ontime_countsiabe_count, 2) courrent_percentage, ondime_cound«lade_count curment _raw_semenls, summarised_onbme _cound+ suenmanessd_iabe_colin
cuerend _sumimany_ekemends, summantsed_ontime_courd-sumemanized_late_count SUM_ELEMENTS_ATSAM, labe_count lafe_row_clements, ontime_count-late_count avalable_sf_cutolf, percenbirum_of _sumeows, rom_of_rowes, )
mocuracy from [ select count{oistingt came when truncidatetima_ins, 'mi’) = frunc] sy sdabe 0724 then NODES and) Iste_count, countidistinct case when bruncidaletime_ins, ‘mi) © truncsy sdate]s 124 then NODEB end)) ontims _count,
coul (%) mum _od_rowes Trom ERICSS0N_UTRAN RES_HSDSOHRES whers datetime batween runci sysdate)- ard truncl sysdate)-1 RS0 jrawd, [ sslect majdatetime)sumndsy, court{desting case when fruncidstetime_ing, 'mi) =
truncigyacate )+ 724 then NODED & rd) sumearized_lale_count, count{distingd cace when truncidabetime_ing, 'm7) « iruncdeyadabe)s Ti2d then NODED end) susmmarised _ontime_cound, sumientries) num_od_susrows Trom
_UTRAN FES_HSDSCHRES_DY where detelime = trunc{syedaie)-1 Jsumi union sl SELECT ERICSTON_UTRAN RNC_URLEE AS TABLENAME, sumdyy, CASE WHEN percerblsummarissd_onbime_cound, (ontime_count-
e _count), 2) = 100 THEN 100 ELSE percent(summarized_ontime_count, [ontme_cound-labe_count), 2) END percent_od_cuboft, case when 100-percent summanssd_ontime _court, (ontime_count-iate_count), 21 = 0 then 0 else
O0-percentsummarized _ortme_cound, (ontime _count -late_court), 2) end percent_of _culodf_not_summed, percentsummarized_ontime _cound, ontime_count+iste_count, 2percentage_ed_tobal_brySam,
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percanl{sumnmansed_onlime_count+summarized ale_court, onlime_courtsisle_count, 2) current_percertsge, ontime_cound «lafe_counl currert_raw_slemants, summarisad_ontime _count +summanssd b _count
CANTET_SUITWTIAnyY Sl s, SUSMmarEssd_ontime _coLrnd-cumesariced_lale_count SUM_FLEMENTS_ATSAM, babe_cournd labe_fawe_slements, andime_coun-tae_cound avalable ol _cifoff, percenbinum_of_sumaiees, nom_of_rowe, 2)

1, 20 EMD pesrcenl_oT_cadod, mm1m-wm'a[m ordime_comnt, (onme mm_mﬂ] 2] 4umum1mwmm ordime_cosnt,
Coriime _coind-labe cownd), 2]ww I'u“ cutott rﬂ _summed, percent(summarised_ontime_count, ontime_countslate_count, Zpercentage_of_total_bySam, percent(summansed_ontime_count«summarized_lole_count,
ortime_count+lste_count, 2) current_percantage, ontime_countHisbe_count current_raw _slements summansed _onlime_count+summarised jale_count current_summary_slements, summarised_ontime_count-summarized_lsbe_courd
(=M _ELEWENTE_ATSAM, laba_count m_rm_w;.mm_mue_m m_,u_m:r.pu:mnrm.mn_num. 2) accurscy from [ Sekscd count(distinct case whian runcldstelime_ing, m7) =

truncsysckate )+ 324 then RMNC enud]) kabe_c ount, countldistinct
bptwpen brunclsysdnie)-1 and trunc] sysdoele)-1 2460 nmed
truncldetetimes_ins, 'mi) < truncl sy sdete)s 724 then RRC &nd)
ERICSSOM_UTRAN RNC_UCELL' AT TABLEMAME, sumdary,

truarscicie edien_ines:, M%) = Bruncs el e+ 324 then FMNC end) ontims_count, count () num_of_niiws nom ERICSSON_UTRAN RNC_RNCFUMNG wheng dabetime
e chadedirma s urnalay | counblclestinet case when trunc{dabetime_ins w7 = troncieysoabe)+ 724 Shen RNC end) sumenarised_lebe_count, counb{cestinct cnse wehen
_onbimes _court, sumientriss ) num_od_sumrows from ERICSS0M_UTRANRNC_RNCOFUNC DY whsre dabetime s trunol sysaste)-1 izume unicn sl SELECT
percentsummarissd _ontime _count, (ontime_courtlate_count), 2) = 100 THEN 100 ELSE percent]summarised_ontime_count, (ontime _countdabs_court), 27 END

peercanl_of _cudoll, case when 100.percand Summadrized_ondime_oounl, (ontima_coundtaba_count]), 2) = 0 e O ek 100. perCerd Sumearized_ondime_Counl, (oniime_coundSabe_count), 2 end pencent_of _cuor]_rol_surmmed,
prercanl sUmmmanissd_ontere_count, onlime_count«kabes_count, 2)percentadge_of_total_bySaen, percant]Hemimased _ontimes_count+summdansed_isbe_count, ontime_count«abe_colnt, 7) cLrrent_parcentage, ontime_countsiste_count
cLEren]_ravw_stements, summarised_onbime_countssummarnised_labe_count current _summary summarised_onteme _court-summartsed_late_count SUM_ELEMENTS_ATSAM, labe_court labe_rens_elemenis, ondime_count-

counti diztinct case when buncidabetime _ins, 'mif) = trunc]sysdabe=124 then RNC end) late_count, countdistind case when
I:ruw[d.d-e{-m_rs ‘rr-’j hn:ta—radde}-e.mﬂﬁm m:mm_mn eound () rum_o ERICSSOM_UTRAN RHNC_UCELL wihere dabetime bebween runcsysdate)-1 and bruncsysdate)-1 IUED ranwd, | selecd

iy abetinier ) Sianday, Colnbiiistinet Chse v truncidabelime_ing, W) & runcEyacdada )+ 724 Sen RNC. end) sumensrised_lale_obint, Counticsting] caes wien trunc] dabetima_ine, i) « trunc{sysdsbe)s Tizd then RNC. erd)

FELTIT e _onbime_cound, sumientries) num_od_sumeowes from ERICSS0ON_UTRAN RNC_LCELL DY wheng dabefime = tnanc(sysdabe)-1 1eumt union s SELECT MORTEL_CSCORE BASE_OM™ A5 TABLENAME , sumdny, CASE WHEN
percent]summansed_ontime _count, (ontime_count-late_count), 2 = 100 THEN 100 ELSE percenbsummariszed_onbme_cound, (ontimes _count-late_count), 2 BND percent_of_cutolf, case when 1 00-percent{ summarnsed_ontimes_court,
ortime_cound Sabs_count), 21 = O then O slse 1000per cant] summarised_ontime_counl, (ontims_count Jabes_court), 2) end peroent_of _oulofl_rol_summsd, percent summarised_ontime_count, antime_count+iate_count,
[percanlage_o1_tobal_brySam, percent]sumemanised_ontime_cound +Surmmarised_late_cound, onfime _count +lste_count, 2 cunnend _percesnd sos, onlime_count siabe_count current_riew' _elements, surmimarnsed_onliene_count+ sumetarised_
sxpminarised_ontime_colind -sumerarised_late_count SUM_ELEWENTS_ATSAM Iske_cournd kafe_rovee_shements, ondime:_count-lade_count svaldable_sl_cifodd, percenrum_of_sisminooss,

HORTEL _CSCORE BASE O where mb-crmnlruﬂ:y:dﬂ] -1 mdm[:ndﬂe]Jm Jrared,
uﬁm&m}-?mmrﬂc Eﬁﬂ']mrbed_l-ﬂ& S, Sounl{diztingd case whisn busic(dalelime _ing, i) < frunc{sysdaba)=Ti2d than MSC and)

i mmwmmm_m_m, {oerbierel:_Coiank-bede:_coonant), 20 BND percont_of _cubof | case wihen 1wimm_mﬂ,{mm_wt-m_m1, 2 = 0 fhen O olen
O0-percent{summarized_onbme_cound, (ontime _count-late_count), 2) end percent_of_culodi_not_sumened, percent(summarized_ontime_count, ontime_count+lale_count, 2percentsge_ol_fobal_bySam, percent(summarised_ontime_c
ount +summarnised_jate _cound, m_FU.l""'HE_lei 2) current_perceniags, ontime_court+ials_court current_raw_slements, sunmanized _ontime_count+summearized_lale_count cumrend_summary _slemeants,

Coriirme _couind sabe_count), 20 EMD per Cari_od_ciubolf, mw1mmﬁm urﬁm_mﬂ [ionlisten_gniarit.bale_coant], mdl]ﬂ'ml] m1mwﬁm_mﬁm_wﬂ (DNl _nount-lss_ciunt), 7) snd
el _ o _cuodd _rok_suamemedd, perr ot (-Sumenedrt 2o _ondime_count, ondime_countslele_count, 2percenbage_ol_totel_EnySam, W[WM ‘gt g e _jod o _count, candime_cooments bade_count, 23
curent_percenings, ontime_count«abe_court current_raw_slements, summarised_onlime_countssummarized_loe_count currend _: - 5, summarised_ontme _cound -summarized_lole_count SUM_ELEMENTS_ATSAM,
late_count lmle_raw_slements ontimes_count-labs_count svailsble st ouloft, percsmtiinum_od_sumrowas, num_of _rows, 2) scouracy di=ztinct cama when bruncidatelime_ins, i = trurc]sy sdabs s 004 Hhen MSC snd)
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ht_mllt, counifoistingd caee when brunc]dabebime_ing, i) « trunc{sysdabe)e 3524 then MSC end) ontime_cound, cound (%) num_od _novses: Trom NORTEL _CSC00RE CCST whens dabebime betwssen trunclsysdabe)-1 and
trunc(sysoate)- 12860 wawt, | sekect madebebime jsumday, counbidsting case when truncldstebme_ing, 'mi7) = fruncsysdabe]« 724 then MSC end) summansed_labe_cound, count{disbnct cage when trunc{datetime_ing, "mif) <
trunclsysdate |+ 724 then MSC erd) summarised_ontime_count, sumi entries ) num_of_sumrcses from MORTEL_CSCORE.CCET DY where datebime = frunclsysdate -1 Jsumt union all SELECT WMORTEL _CSCORE LOCATIONAREACODE' AS
TABLENAME, sumday, CASE WHEN percentisunmarsed_onlime_court, (onime_court-lsle_count), 2= 100 THEMN 100 ELSE percerb{surmmartzed_orime_cound, (erlime_courdbals_court), 7) END percert_od_cul aff, caze whean
(1 00-percenb{zummarised_ontime_cound, (ontims_count-ele_count), 2) < 0iban O slze 100-parcent{summarised_ontime_cound, (ontims_count-lele_count), 2 end percend_of_catofd_nob_semeed, percentsummarised_ontima_cound,
ot _countsiate_count, 2ipercantege_ol_botnl_EreSam, percsnd [ Semenee s oo _onitimee_coomnte sumenarised_iate_count, ondime_countelafe_count, 2 curnent _percenbac, onbime_CountEate_count CUETent_nisy_slements,
Lmmarised _ontme _coUnt+sumimarnsed_lsbe _count current_summary_elements, summarnsed_ontime_oount-summansed_labe_count SUM_ELEMENTS _ATSAM, labe_court late_ranw _skements, onbime_count-Sabe_count avalshie_ast_cutof!,
percentinum_of_sumrow's, num_od_rows, 2) scourscy from ([ select courbldisting caze when truncidabstime_ing, 'mi7) = truncsysdaba 1+ 324 then MSC end) itz _count, counbidisting came when truncidaletime_ins, 'mif) <
trunclSyscate )+ 324 then MSC erd) ontime_count, count (%) num_of_rowes from NORTEL_CSCORE LOCATIONAREACODE where datelime between truncisysdabe)-1 md truncigysdaba)1 2460 jrawd, [ Detect meogdatelimeirumday,
coosnl i etincd coca vwhen buncideletima_ine, ‘i) = renc(sysdale]e 724 then MSC and) summersed_labe_count, countidistinct case when irunc{datetime_ine, 'm7) < runclsysodate)s 7024 then MSC end) sumescised_ontime_counl,
FLET BNk s ) nm_of_sumecras from MORTEL _CSCORE LOCATIONAREACODE_DY wihete ciatitime = tnuncisysdmte)-1 Jsumt unon ol SELECT NORTEL _CSCORE MSOCP_CF AS TABLEMANE, sumd my, CASE WHEN
percent summansesd_ontme _court, (ontime_count-iste_count), 2) = 100 THEM 100 ELSE percentsummarized_orime_cound, (ontime _count-ate_court), 2) END percent_of_cuboff, case when 1 00-percent] summeanised _onfime _court,
ortime _countabs_court), 29 = Othen O sl 100-percent| summarised_ontime_cound, (ontime _count abs_court), 21 &nd parcent_af _culeti_rol_summed, percent] summarised_ondime_count, antime_count sisle_count,
perceniaga_od_lobsl_brySam, percent|surmmarised_ontime_counlssummaribed_fste_courd, onfime _cound siste_counl, 2) curmend _percan aga, onlime_count «iabes_count current_raw _ekments,
FALTITAT B _ N _CoOLING+ SUEM AT _babe_coLind CLrment_Summady _sdamants, Samendeis s _onlimes_ooint-Summancsd_ ke _colind SUM_ELEMENTS_ATSM, lale_coirt e _rans _sbsemeanie, ONme_CoLind -Eabe_colnt avadabbs_al_ciutar!,
et num_ol_Susmeoi's, nam _od_rowes, 2) Booiracy fnoen [ Select counbdstinet case when truncidabetime_ing, w7 = trunc{zysdabe )+ 3024 then MSC end) inle_count, counb{dsting case when tuncidabebme_ins, mi7) «
truncl sysdate )+ 124 then MSC end) ontime_count, count (*) num_of_rows from NORTEL _CSCORE MSCCP_CP where datetime between trunclsysdate)-1 and trunc sysdate)-172480 wawt, | select maxdabetime jsumday, counbdisting
lcaze wehen runcidstetime_ins, ') = runclsysdste)+ 7124 then MSC erd) summarised_ate_count, counlidisting case when buncidabstime_ins, mi) < fruncisysdates T/ then MSC end) sunmanzed_ontime_c ourt, sum(entriss)
rouen_af_surmeonss Braem MNORTEL _CRCORE MEBOCP_CP_DY where datetime = runc(syadeie)] Jsumd wnion sl SELECT MORTEL _CECORE MEBCCH A5 TABLENAME, sumclay, CASE WHEN percent]summarised _ontime _cowund, (ontims_count.
@ _ Ot 20 = 100 THEM 100 BLSE pebrcsnd [ Samemedi oo _omlime_count, {ontime_colini-kabe_count), 2) END percent _od_ciboff, cage when 1 00-parcent]susnmnnessd_ontime_count, (onlime:_count-iele_count), 25 = 0 then 0 see
00-percent{summartzed_onbme_cound, (ontime_count-ate_count), 2 end percent_of_culodi_not_sumemed, percent(summarized_ontime _cound, onbime_cound+laie_count, Zpercentage_od_fotal_kbrvSam,
percent{summarnsed_ontime _court+summerised_ale_court, ontime_court+ate_count, 3 current_percentage, onfime_count +iate_count current_raw_elemands, summarised_onbme_count +summarnsed _labe_count
ELrrenl_sumimary_elements, dusmarnissd_ortime _court-summarised_ale_count TUM_ELEMENTS_ATSAM, labe_courd ke _raw_slements, onlime_sount.lste_counl avalabls_sl_cifoll, percerbifum_of _surnntres, fus_of_rowes, Z)
BCCLUracy Trom | select counlidsting case when nuncldsletima_ing, 'mi7) = trenc]sysdabel= 324 than MEC and) e _coum, coun [Eetinct cosa svhen rancide elimes_ire:, miT) < ironcdsysdelee23024 hen MSC and) ontims_cound, count (')
rem_of_rcews tnom MNORTEL _CSCORE MBCCP where dabetime bedwaeen nuncisysome)-1 and inancsysdme)-12460 Jrmed, [ select macdabetime)sumcsy, colntb(cstinct case: when irunc]oabetime:_ing., i) = rnc(s wsoate)+ 7 24 then
MEC end) summarized_late_cound, count{disting case when trunc(datetime_ing, ‘mr) = truncisypdabe]s 724 then MEC end) summarnsed_onlime_count, sumientres] rnum_of_sumnows: from NORTEL_CSCORE MSOCP_DY where dabetime =
brunclsysdate)-1 Jzumt union all SELECT NORTEL _CESCORE TRKGRF® AS TABLENAME, sumday, CASE VWWHEN percent{zummarized_ontime _count, fontime_count-lale_count), 21 = 100 THEN 100 ELSE parcent{summerised_oniime_count,
Vortime _count Babe_court), 2) END percert_of_cuball, case when 100-percentisummarniosd_ontims_count, (onlime_court-lsle_count), 2) = 0 1hen 0 else 1 00-percentsusmarissd_ortime_court, (ontime_court-lste_count), ) end
peencant_of_culodl_nob_sumensd, percentlsumemanised_ondime_counl, ontime:_cound=laste_count, pencentage_of_total_EerSam, percsnd] sumerarisecd_ondime_oounts summarised_late_count, ondime_counlslele_oount, 2)
(AT _parcaminge, ontime_counteisbe_Cound CUrment_ra_SSemants, SUmmaras _ontime_counts Summaeisen_Ite_count Cumment _SUmmnry _siements, Summrtsed_onbme _count-sumendrized_lele_count SUM_ELEMENTS_ATSAM,
late_count lele_rew_elements, ontime_count-labe_court svalable_ab_cutoli, percentinum_od_sumrowes, mum_of_rows, 2) sccuracy from | select counb{disting caze when tuncidabetime_inz, mi) = frunci sy sdabe )+ 1724 then MSC end)
lae_count, countdisting case when truncidatetime _ins, 'mi) = frurcsysdabe+ 34 then MSC end) ontime _count, count () num_ofd_rowrs from NORTEL _CSCOORE TRKGRP whers dateti me betwesean fruncsysdate). ] and
truncSydcate ) 172400 ranwd, | Selsc] max) dabetime isumday, counlidEsting case when buncidaletima_ins, 'm0 = frunc(2ysdaba)sTi2d then MSC and) summansed_laba_cound, cound(distinct cage when runc{datelime_ine, i) <
runclsysaate )+ 724 then MSC e summarised_oniime_count, sl eniries) num_ol_susmross Trom BORTEL _CSCORE. TRHGRP_DY whers delelims = runc{sysdaba)-1 Jeumt union al SELECT HORTEL _CSCORE VLRE AS TABLEMAME,
sy, CASE WHEN percent(summmarized_ontime_count, (ontime_courdJabe_court), 2) = 100 THEN 100 ELSE pescentsunmanised_ontre_count, (onfme_count-laste_count), 2) END percent_of_culodf, case when
M00-percent]summarized_ontime_count, (ontime _count-late_court), 23 < 0ihen O elze 100-percentsummarised_onbme_count, (ontime _count-lete_count), 2 end percent_of _cuiodf_not_sumemed, percent{summarizsed_ontime _cound,
lortime_coundslate_count, Vpercentage_of_total_bySam, percent summarized_onime_counlssummarized_lale_count, crtime_counlslale_court, 7 currenl_percentage, ortime_courd+late_cound current_raw_slemeris,
HLRAr A _orlime_colint+ Surimaned _laba_cound currenl _Sumimary _slsments, stz ed_onlime_ooint. dusmanssd_abe_cound SUM_ELEMENTS TS5, el _coirt labe_rans _sbeferis, oniime_countsaba_colnt avadsbis st cudorf,
oD A0 _ELRTE O S, AT _0d _FORes:, 20 BCCLIRRCY Fadem [ Seiact counb{cistingt Caee wihen Inuncidabetime_ing, ) = tnncleyscabe)+ 3024 ten MSC ancl) iste_oount, counbid Binct caes wien inunc]idsbetime_ing, i) «
trunc{zyscate )+ 304 then MSC end) ontime_count, count (") num_od_rovs from NORTEL _CSCORE WLAS where dabetime between truncisysdate)-1 and truncisyscate)-12460 Jrmad, [ select ma dabetime)sumday, courb(dstinet case
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ko Iriarsci{chid il _jinct:, i) = Bruinci{gyilate)s 7024 then WIST and]) surmefirized_jabe_coint, colntideting] case wivn (runc{datelime_ing, 'm7) « unc(syidate) 704 then MSC end)) sumetsrised_ontime_counl, Sumdentied)
FRET_Of_Siamadia s Irom NORTEL _CSCORE VLRE_DY where dateting = trunc{sysdabel-1 keimt unon sl SELECT HORTEL _PSCORE Go0GMM A5 TABLENAME, sianday, CASE WHEN percanl] sUmmarised_online_colnt, (onlime_coun-
late_count), 3= 100 THEN 100 ELSE percenti summarised_ontime_count, (orgime_count-labe_count), ) END percent_of_culodd, case when 100-percent| summarized_ontime_count, (ontme _coun-dabe_courd), 2) < 0 then 0 else
M00-percent{ summarised_ontime_cound, (ontime_cound Jabe_count), 2 end percent_of _cutoff_nof_summed, percent| summarised_ontime_court, ontime_count«labs_count, Yipercentage_of _tolal_bySem,
parcenli summarsed_onlime_court+sunmarnised_jabe_court, onlime_court+iabe_count, 2) currerd_percentage, anlime_sount+abe m'tm-rul_rm slements, mmﬂ_m court+summarised_lale_court
CUTEn]_SUImmary _slemants, summarised_ontime_cound - Surmrarised_abe_count SIUM_FLEMENTS _ATSAM, Iste_count sle_raw_slsmerts, ontime _count Jebe_count avaliable_sf_cutofl, peecem{num_of_sumro we, num_ol_rows, 21
Couracy from [ $eect opunb{dkstingd cape when irunc|dabetime_ing, ) = trunc{sysoabe )+ 324 then SN end) ise_count, count{dstingt case when bunc)dabetme_ing, w7 « trunc{sysoabe )+ 324 then S5 encl) ongme _count, coun
"y _cd_rorees from MORTEL_PECORE GECGMM where datetime between frunc{zysdate)-1 and truncl sysdate]-172480 et | select ma dabetime)sumday, courb{distingt caze when frunc{datetime_inz, 'm7) » trunc{zysdate)s 724
then SGEN end) summansed labe_count, countidistinct case when trunc{datetime_ins, mi') < truncisysdate) 7724 then SGEN end) summarnsed_ontime_count, sumi; ) rum_af 5 from MORTEL _PSCORE GSCOMM_DY where
jdat i = fruncidysdale).1 Jeuml urion sl SELECT WORTEL_PSCORE GECSM_ACT A5 TABLENAME, sumdsy, CASE WWHEN percart{summarisad_ontime _cound, (ontime_courd Saba_count), 2) = 100 THEN 100 ELSE
parcantl sLrnmarsed_ontiame_count, (onlme_count-lste_count), 2) BMND percent_of _cutoli, case when 100 percnd] suemmarised_onlime_count, (onfme_count-iste_count), 20 = 0 then 0 etee 1 00-parcentsummarntsesd_ontims_coung,
Nonbme_cound -labe_count), 2 endd percent_of _cutoli_nol_simmed, percent] summarnsecd_ontime_count, ontime_court«abe_cound, Jperceniage_of_jobel_bySam, percentlsummarised_onbime _cound «summanged _labe_cound,
ontime_count+late_count, 2) current_percentage, onbime _count riate_count current_raw_elements, summarised_onbime_count+summansed_late_count current_summary _elements, sumimansed _ontime _count-summarised_lsfe_count
[EUM_ELEWENTS_ATSAM, kste_courd Iste_raw_slements, onlime_count-lste_count svalable_sl_cufedf, percentnum_of _sumrows, rum_of_rows, 2) sccuracy from | select countidisting case when truncidaletime_ins, 'mi7) »
truncisyscate)+ 324 then SGEN ered) lale_court, count{disting] caze when runcidsbedime_ing, 'mi) < Innc(sysdate)+ 324 then SG5N erd) ontime_counl, ount () num_of_rovws irom NORTEL_PECOREGSCEM_ACT where dafelims
betwaen brunc{syedaie)-1 and truncsyedebe)-12450 Jrvwd, ( sslnct macodetetimedeumdey, countidisiinct case when truncidetetims_ine, “mi) = trunc{syedale)s 7724 then SCSN end) summansed_sbe_court, count{distinct caze when
truncidetetims_ing, M) < truncisysdate)s Tr24 thin SGEN end) Summansed_ontme_count, sumientries) num_of_sumooss from MORTEL _FSCORE GSCSM_ACT_DY wheng dabetme = trunc{sysoate)-1 1sumt union ol SELECT
MNORTEL _PSCORE GECSW AS TABLENAME, sumdsy, CATE WHEN percent|sumemarised_antime_count, (ontime_count-labe_count), 2 = 100 THEN 100 ELSE percentsummarissd_onbime_count, (onlire_court-lste_count), 2) BND
percent_of_cuboll, case when 1 00-percant] Summarized _onlime_court, (ortime_counl-laste_courd), 2) < 0 then 0 else 1 00-parcenl{summanzsed_ontima_count, (onlime_court-lste_oount), 2) end percend_of_cufodl_nol_surmmed,
parCanl SUmMmared_onlimes_ColLnt, ontime_countiaba_count, Zpeercard s _of_lobal_bySam, percentSummarisad_ontime _counl - Susnmarisad _late_count, ontime _count sate_count, 2) curnsnl el a8, onlie _cointHiabe_coun
AT _r A _hTWEnILS: , SRR o _Caouints SUBTenin eI _coouint CLEFENE _SUTHTTY _akeTend s, SLETMSed _onbimes _cound-Sumenariseo_late_count SUM_ELEWENTS_ATSAM, Inte_count Infs_rwe_slemants, ontiems_court-
late_count avadoble_at_cutoli, percentinum_od_sumrowes, num_of_rows, 2) accuracy from [ select counbldistingt case when trunc{dabetime_ins, i) = truncisysdabe)+ 324 then SG5N end) lale_count, countidsting case when
truncdaletims_inz, 'mif) < frunc(sysdate)= 124 then SEEN and) ontims_count, count (7) rum_af _ravs from NORTEL _PSCORE GECSM where datstime batween runclsysdate)-1 and trunci sysdate)-1 24080 jrawd, [ select
macchatedimejsumday, count(distinet case when fruncldstetime_ine, 'mi7) » runc(syadate) 724 then SGSH end) summarised_lsis_count, countidsting case when truncidsbetime_ing, 'm7) « trunc(syedabe’+7 24 then SG5N end)
ATV FEoad_ i _Coolind, 3L anirias) nusn_oT_Sustrons Trom NORTEL_PSCORE GSCSM_DY wihere calitime = trunci sy sdale)1 JEuml union sl SELECT MORTEL_PSCORE GSDSTATS' AS TAHLENAME, sumday, CASE WHEN
e i SUIMBES S _ontimes_Cotnt, (ontme_court-inte_count), 25 = 100 THEN 100 ELSE percent(Sumendrisad_ondima_count, (ongime_count-labe_count), 21 END percent _of_culodf, cacs wihan 100-parcent] Summearisod_ontime_count,
ontame_count-abe _court), ) < 0 then 0 elge 1 00-percent( summarised_ontime_count, (ontime_count-labe_count), 2) erd percert_o 1_cutoff_nol_summed, percentsummarnised_onbiime _cound, onbime_count +late_count,
[ypercentage_of_total_bySam, perosnd] summarised_antime_countssummarised_lste_count, antime_count«als_court, 2 current_percentage, ontime _count +late_count curent_raw_slemenis,
FrtTiAr A _oniime _counl + SLrsmarad_labe_cound curment_Sumidary _slements, Wm_ﬁmﬂmm_ﬂe sonifl SUM_FLEMENTS _ATSAM, labe _count late_raw_slements, oflime_sount-lste_counl svalabla_sl_sudolf,
percani num_oT_Sumrosys, N _ol_Fows, 21 BCCurscy inom [ sebed count(dstinct case when truncidstetime_ine, 'mil = unc(sysoale)+ 324 then SGSN end) iabe_count, count(estinct case when trencidatetims_ins, 'mi) <
truncizyscate) 3024 then SGSN ercl) ontime:_count, count (*) nam_of_roees from MORTEL_PSCORE GEDSTATS whene datetime betwieen irunclsysoabe)-1 and truncisysdate)-12460 e, [ select maadabetime)sumdsy, count{destinct
icase wihen truncidatetime_ins, 'mi) = trunci sysdate)+ 724 then SGSN end) summarized_late_count, counh{disting caze when truncidabetime_ins, 'mi7) « trunclsysdabe’+ 7124 then S3EN end) summarised_onbime_count, sumieniries)
rum_al_surmindws from MORTEL _PSCORE GSOSTATS_DY where dabstime = brunc( sysdate)-1 jsurmt
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Optimizer Plans

SELECT DISTINCT E1_2.0BJECT_ID
FROM PMCM.ELEMENT_DETAIL E1_1, PMCM.ELEMENT_DETAIL E1_2, PMCM.MARK_NETW_HIERARCHY H1,
PMCM.ELEMENT_DETAIL E2_1, PMCM.ELEMENT_DETAIL E2_2, PMCM.MARK_NETW_HIERARCHY H2
WHERE E1_1.0BJECT_ID = H1.PARENT_ID
AND E1_2.0BJECT_ID = H1.OBJECT_ID
AND E2_1.0BJECT_ID = H2.PARENT_ID
AND E2_2.0BJECT_ID = H2.0BJECT_ID

AND E1_1.CURRENT_IND 'Y' AND E2_1.CURRENT_IND = 'Y'

AND E2_1.CURRENT_IND 'Y' AND E2_2.CURRENT_IND = 'Y'

AND H1.CURRENT_IND = 'Y' AND H2.CURRENT_IND = 'Y'

AND H1.HIERARCHY_TYPE = 'NETWORK' AND H2.HIERARCHY_TYPE = 'NETWORK'

AND H1.PARENT_TYPE IN ('BSC', 'RNC') AND H2.PARENT_TYPE IN ('BSC', 'RNC')
AND E2_2.ELEMENT_TYPE = 'CELL' AND El_2.ELEMENT_TYPE = 'CELL'

AND H1.PARENT_TYPE IN ('BSC', 'RNC')

AND E1_1.ELEMENT_NAME = E2_1.ELEMENT_NAME

AND E1_1.ELEMENT_ID = E2_1.ELEMENT_ID

AND E1_2.ELEMENT_NAME = E2_2.ELEMENT_NAME
AND E1_2.ELEMENT_ID = E2_2.ELEMENT_ID
AND E1_2.USEID LIKE '*%' AND E2_2.USEID NOT LIKE '*%';

| Id | Operation | Name | Rows | Bytes |TempSpc| Cost (%CPU)| Time | Pstart| Pstop |
| 0 | SELECT STATEMENT | | 11 78 | | 74M (40)| 50:54:42 | | |
| 1 TEMP TABLE TRANSFORMATION | | | | | | | | |
| 2 | LOAD AS SELECT | | | | | | | | |
| 3 | PARTITION RANGE ALL | | 22M| 1111M| | 38153 (11)| 00:01:34 | 1 29 |
|[* 4 | TABLE ACCESS FULL | ELEMENT_DETAIL | 22M| 1111M| | 38153 (11)| 00:01:34 | | |
| 5 | LOAD AS SELECT | | | | | | | | |
| 6 | PARTITION HASH ALL | | 337K| 9231K]| | 3514 (15)| 00:00:09 | 11 16 |
1= 7 | TABLE ACCESS FULL | MARK_NETW_HIERARCHY | 337K| 9231K| | 3514 (15)| 00:00:09 | | |
| 8 | SORT AGGREGATE | | 11 78 | | | | | |
=9 | HASH JOIN | | 927G| 65T | 534M| 74M (40)| 50:53:00 | | |
| 10 | VIEW | | 22M| 277M| | 16808 (12)| 00:00:42 | | |
| 11 | TABLE ACCESS FULL | SYS_TEMP_OFDA7485F_6A66C42E | 22M| 1111M| | 16808 (12)| 00 | | |
j= 12 | HASH JOIN | | 21G| 1272G| 534M| 1616K (43)| 01:06:04 | | |
| 13 | VIEW | | 22M| 277M| | 16808 (12)| 00:00:42 | | |
| 14 | TABLE ACCESS FULL | SYS_TEMP_OFDA7485F_6A66C42E | 22M| 1111M| | 16808 (12) | © | | |
= A5 | HASH JOIN | | 476M| 23G| 524M| 97327 (22)| 00:03:59 | | |
|* 16 | HASH JOIN | | 10M| 401M| 8704K| 34520 (10)| 00:01:25 | | |
= A7 | HASH JOIN | | 234K| 5948K| 8256K]| 783 (10)| 00:00:02 | | |
| 18 | VIEW | | 337K| 4286K| | 142 (14)| 00:00:01 | | |
| 19 | TABLE ACCESS FULL | SYS_TEMP_OFDA74860_6A66C42E | 337K| 3956K| | 142 (14)| 00:00:01 | | |
| 20 | VIEW | | 337K| 4286K| | 142 (14)| 00:00:01 | | |
| 21 | TABLE ACCESS FULL | SYS_TEMP_OFDA74860_6A66C42E | 337K| 3956K| | 142 (14)| 00:00:01 | | |
| 22 | VIEW | | 22M| 277M| | 16808 (12)| 00:00:42 | | |
| 23 | TABLE ACCESS FULL | SYS_TEMP_OFDA7485F_6A66C42E | 22M| 1111M| | 16808 (12) | 00:00:42 | | |
| 24 | VIEW | | 22M| 277M| | 16808 (12)| 00:00:42 | | |
| 25 | TABLE ACCESS FULL | SYS_TEMP_OFDA7485F_6A66C42E | 22M| 1111M| | 16808 (12)| O | | |
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Optimizer Plans e

| Id | Operation | Name | Rows | Bytes |TempSpc| Cost (%CPU)| Time | Pstart| Pstop |
| 0 | SELECT STATEMENT | | 1] 78 | | 14T (100) 1999:59:59 | | |
| 1| TEMP TABLE TRANSFORMATION | | | | | | | | |
| 2 LOAD AS SELECT I | I I I | I I I
| 3 PARTITION RANGE ALL | | 22M|  1111M| | 38153 (11)| 00:01:34 | 1] 29 |
[* 4 | TABLE ACCESS FULL | ELEMENT_DETAIL | 22M| 1111M]| | 38153 (11)] 00:01:34 | | |
| 5 | LOAD AS SELECT | | | | | | | | |
| 6 | PARTITION HASH ALL | | 337K| 9231K| | 3514 (15)]| 00:00:09 | 1] 16 |
[* 7 | TABLE ACCESS FULL | MARK_NETW_HIERARCHY | 337K| 9231K| | 3514 (15)] 00:00:09 | | |
| 8 | SORT AGGREGATE | | 1 78 | | | | |

| 9 | MERGE JOIN | | 471P | 15E| | 14T (100) 1999:59:59 | | |
| 10 | MERGE JOIN | | 10P| 616P | | 694G (81)1999:59:59 | | |
[ 11 | MERGE JOIN | | 231T| 10P| | 377G (64)1999:59:59 | | |
[ 12 | SORT JOIN | | 334T| 11P| 28P| 377G (64)1999:59:59 | | |
[ 13 | MERGE JOIN CARTESIAN| | 334T| 11P| | 140G (14)1999:59:59 | | |
[* 14 | HASH JOIN | | 989M | 23G| 534M| 96010 (38)| 00:03:56 | | |
| 15 | VIEW | | 22M| 277M| | 16808 (12)| 00:00:42 | | |
| 16 | TABLE ACCESS FULL| SYS_TEMP_OFDA7485B_6A66C42E | 22M| 1111M| | 16808 (12) | 00:00:42 | | |
| 17 | VIEW | | 22M| 277TM| | 16808 (12)| 00:00:42 | | |
| 18 | TABLE ACCESS FULL| SYS_TEMP_OFDA7485B_6A66C42E | 22M| 1111M]| | 16808 (12) ] 00:00:42 | |

[ 19 | BUFFER SORT | | 337K| 4286K]| | 140G (14)1999:59:59 | | |
| 20 | VIEW | | 337K| 4286K]| | 142 (14)| 00:00:01 | | |
| 21 | TABLE ACCESS FULL| SYS_TEMP_OFDA7485C_6A66C42E | 337K| 3956K| | 142 (14)] 00:00:01 | | |
[* 22 | SORT JOIN | | 337K| 4286K]| 12M| 844 (14)] 00:00:03 | | |
| 23 | VIEW | | 337K| 4286K| | 142 (14)| 00:00:01 | | |
| 24 | TABLE ACCESS FULL | SYS_TEMP_OFDA7485C_6A66C42E | 337K| 3956K| | 142 (14)| 00:00:01 | | |
[ * 25 | SORT JOIN | | 22M| 277TM| 855M| 65084 (16)| 00:02:40 | | |
| 26 | VIEW | | 22M| 277TM| | 16808 (12)| 00:00:42 | | |
| 27 | TABLE ACCESS FULL | SYS_TEMP_OFDA7485B_6A66C42E | 22M| 1111M]| | 16808 (12) ] O | | |
[* 28 | SORT JOIN | | 22M| 277TM| 855M| 65084 (16)| 00:02:40 | | |
| 29 | VIEW | | 22M| 277M| | 16808 (12)| 00:00:42 | | |
| 30 | TABLE ACCESS FULL | SYS_TEMP_OFDA7485B_6A66C42E | 22M| 1111M| | 16808 (12)| O | | |
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Optimizer Plans e

WITH ed AS (SELECT object_id, element_id, element_name, element_type, useid
FROM pmcm.element_detail
WHERE element_type = 'CELL'
AND current_ind = 'Y'),
mnh AS (SELECT parent_id, object_id
FROM pmcm.mark_netw_hierarchy
WHERE current_ind = 'Y'
AND hierarchy_type = 'NETWORK'
AND parent_type IN ('BSC', 'RNC'))
SELECT COUNT (*)
FROM ed el 1, ed el _2, ed e2_1, ed e2_2, mnh hl, mnh h2
WHERE el_1l.object_id = hl.parent_id AND el _2.object_id = hl.object_id
AND e2_l.object_id = h2.parent_id AND e2_2.object_id = h2.object_id

AND el_1.element_name = e2_1.element_name
AND el _1l.element_id = e2_1.element_id
AND el_2.element_name = e2_2.element_name

AND el_2.element_id = e2_2.element_id
AND el_2.useid LIKE '*$'
AND e2_2.useid NOT LIKE '*%';

| Id | Operation | Name | Rows | Bytes |TempSpc| Cost (%CPU)| Time |

| 0 | SELECT STATEMENT | | 1] 214 | | 100K (6)| 00:04:08 |
| 1 | HASH UNIQUE | | 11 214 | | 100K (6)| 00:04:08 |
% 2 | HASH JOIN | | 11 214 | 12M| 100K (6)| 00:04:08 |
| 3 | PARTITION HASH ALL | | 337K| 9231K| | 3514 (15)| 00:00:09 |
|* 4 | TABLE ACCESS FULL | MARK_NETW_HIERARCHY | 337K| 9231K| | 3514 (15)| 00:00:00 |
[#= 5 | HASH JOIN | | 207K | 36M| 22M| 95860 (6) 1 00:03:56 |
| 6 | PARTITION RANGE ALL | | 586K]| 15M| | 16233 (2)] 00:00:40 |
| 71 TABLE ACCESS BY LOCAL INDEX ROWID | ELEMENT_DETAIL | 586K]| 15M| | 16233 | 22:22:22 |
|* 8 | INDEX SKIP SCAN | ED_ET_TECH_CI | 586K]| | | 12791 (1) | 00:00:32 |
|* 9 | HASH JOIN | | 207K | 31M| 22M| 77982 (7)1 00:03:12 |
| 10 | PARTITION RANGE ALL | | 586K | 15M| | 16233 (2)| 00:00:40 |
|11 | TABLE ACCESS BY LOCAL INDEX ROWID | ELEMENT_DETAIL | 586K | 15M| | 16233 | 22827822 |
|* 12 | INDEX SKIP SCAN | ED_ET_TECH_CI | 586K | | | 12791 (1)| 00:00:2?2 |
= 13 | HASH JOIN | | 179K| 22M| 12M| 60372 (8)| 00:02:29 |
| 14 | PARTITION HASH ALL | | 337K| 9231K| | 3514 (15)| 00:00:09 |
|* 15 | TABLE ACCESS FULL | MARK_NETW_HIERARCHY | 337K| 9231K| | 3514 (15)| 00:00:22 |
|* 16 | HASH JOIN | | 184K| 17M| 10M| 55886 (8)| 00:02:18 |
| 17 | PARTITION RANGE ALL | | 184K| 9008K| | 37137 (8) ] 00:01:32 |
|* 18 | TABLE ACCESS FULL | ELEMENT_DETAIL | 184K| 9008K| | 37137 (8) 1 00:01:32 |
| 19 | PARTITION RANGE ALL | | 576K]| 28M| | 17383 (8) | 00:00:43 |
|* 20 | TABLE ACCESS BY LOCAL INDEX ROWID| ELEMENT_DETAIL | 576K]| 28M| | 17383 (8) | 2?2:22:22 |
% 21 | INDEX SKIP SCAN | ED_ET_TECH_CI | 583K]| | | 13939 (9)1 00:00:35 |
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| Id | Operation | Name | Rows | Bytes |TempSpc| Cost (3CPU)| Time |
| 0 | SELECT STATEMENT | | I I | 264T(100) | I
I* 1| VIEW I | 156P| 15E| | 264T (79)1999:59:59 |
|* 2 | WINDOW SORT PUSHED RANK | | 156P| 15E| 15E|  264T (79)]999:59:59 |
I 3 MERGE JOIN CARTESIAN | | 156P| 15E| | 68T (16)]999:59:59 |
|4 MERGE JOIN CARTESIAN | | 220G|  205T| | 96M (16)| 26:57:48 |
I 51 MERGE JOIN CARTESIAN | | 310Kl  302mM| | 232 (11)| 00:00:01 |
I 61 MERGE JOIN CARTESIAN | I 779 | 777KI | 22 (0)| 00:00:01 |
7 NESTED LOOPS | | I I I I I
| 8 NESTED LOOPS | | 2 | 2044 | | 20 (0)| 00:00:01 |
A NESTED LOOPS OUTER | | 2 | 1990 | I 18 (0)| 00:00:01 |
| 10 | NESTED LOOPS | | 2 | 1868 | | 17 (0)| 00:00:01 |
|11 | NESTED LOOPS | | 2| 1712 | | 15  (0)| 00:00:01 |
| 12 | NESTED LOOPS | | 2 | 1564 | | 13 (0)| 00:00:01 |
| 13 | MERGE JOIN CARTESIAN | | 2 | 1442 | I 11 (0)| 00:00:01 |
| 14 | NESTED LOOPS OUTER | | 11 625 | | 8  (0)| 00:00:01 |
| 15 | NESTED LOOPS OUTER | | 1 613 | | 7 (0)| 00:00:01 |
| 16 | NESTED LOOPS | | 1| 580 | | 6 (0)] 00:00:01 |
|17 1 NESTED LOOPS OUTER | | 11 539 | I 5 (0)| 00:00:01 |
| 18 | NESTED LOOPS OUTER | | 1 340 | | 5  (0)| 00:00:01 |
| 19 | TABLE ACCESS BY INDEX ROWID| PA_STUDENT | 11 316 | | 3 (0)] 00:00:01 |
|* 20 | INDEX UNIQUE SCAN | PK_STUDENT | 1] I | 2 (0)| 00:00:01 |
|21 | TABLE ACCESS BY INDEX ROWID| PA_STUD_USER | 11 24 | I 2 (0)| 00:00:01 |
1* 22 | INDEX UNIQUE SCAN | PK_STUD_USER | 1 I | 1 (0)| 00:00:01 |
| 23 | TABLE ACCESS BY INDEX ROWID | PA_ORG | 1 199 | | 0 (0) |
|* 24 | INDEX UNIQUE SCAN | PK_ORG | 1] I | 0 (0] I
| 25 | TABLE ACCESS BY INDEX ROWID | PA_DOMAIN | 13 | 533 | I 1 (0)| 00:00:01 |
1* 26 | INDEX UNIQUE SCAN | PK_DOMAIN | 11 I | 0 (01 |
|27 | TABLE ACCESS BY INDEX ROWID | PA_USRRF_STUD | 100 | 3300 | | 1 (0)| 00:00:01 |
|* 28 | INDEX UNIQUE SCAN | PK_USRRF_STUD | 1] I | 0 (0] I
I 29 | VIEW PUSHED PREDICATE | PV_STUD_USER | 11 12 | I 1 (0)| 00:00:01 |
|* 30 | FILTER | | | | | | |
| 31| NESTED LOOPS OUTER | | 1] 22 | | 264 (11)| 00:00:01 |
|* 32 | INDEX UNIQUE SCAN | PK_STUDENT | 1] 10 | | 2 (0)] 00:00:01 |
I* 33 | MAT_VIEW ACCESS FULL | PV_AP_STUD_USER | 11 12 | | 262 (11)] 00:00:01 |
| 34| BUFFER SORT | | 21 192 | | 10 (0)| 00:00:01 |
| 35 | TABLE ACCESS BY INDEX ROWID | PA_CPNT_COMPLIANCE_DATA | 2| 192 | | 3 (0)] 00:00:01 |
|* 36 | INDEX RANGE SCAN | IX_CPNT_CD__EVTHST | 2 | I | 1 (0)| 00:00:01 |
I 37 1 TABLE ACCESS BY INDEX ROWID | PA_CPNT_TYPE | 11 61 | I 1 (0)| 00:00:01 |
I* 38 | INDEX UNIQUE SCAN | PK_CPNT_TYPE | 11 I | 0 (0 |
| 39 | TABLE ACCESS BY INDEX ROWID | PA_RQMT_TYPE | 1] 74 | | 1 (0)| 00:00:01 |
|* 40 | INDEX UNIQUE SCAN | PK_RQMT_TYPE | 1] I | 0 (0] I
|41 | TABLE ACCESS BY INDEX ROWID | PA_CMPL_STAT | 11 78 | I 1 (0)| 00:00:01 |
1* 42 | INDEX UNIQUE SCAN | PK_CMPL_STAT | 11 I | 0 (0 |
| 43 | TABLE ACCESS BY INDEX ROWID | PA_QUAL | 1 61 | | 1 (0)| 00:00:01 |
|* 44 | INDEX UNIQUE SCAN | PK_QUAL | 1] I | 0 (0)] I
|* 45 | INDEX UNIQUE SCAN | PK_CPNT | 11 I I 0 (0 |
| 46 | TABLE ACCESS BY INDEX ROWID | PA_CPNT | 11 27 | | 1 (0)| 00:00:01 |
| 47 | BUFFER SORT | | 399 | I | 21 (0)| 00:00:01 |
| 48 | INDEX FAST FULL SCAN | PK_USRRF_STUD | 399 | I | 1 (0)| 00:00:01 |
I 49 | BUFFER SORT | | 399 | I | 231 (11)| 00:00:01 |
| 50 | INDEX FAST FULL SCAN | PK_USRRF_STUD | 399 | I | 0 (0 |
| 51| BUFFER SORT | | 710K| I | 96M (16)| 26:57:48 |
| 52 | INDEX FAST FULL SCAN | IX_STUD_USER__STUDENT |  710K| I | 309 (16)| 00:00:01 |
| 53 | BUFFER SORT | | 710K| I | 264T (79)1999:59:59 |
| 54 | INDEX FAST FULL SCAN | IX_STUD_USER__STUDENT |  710K| I | 309 (16)| 00:00:01 |
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Poorly

= There's nothing wrong with the SQL ... but there is definitely something wrong

META/

Written Applications

SQL ordered by Executions

® Tolal Executions: 29717 527
® Caplured SQL account for 77.4% of Total

[exccuions | Rows Procossed | Rows er xce | CPUperExce )| Epper brec ()| __sais | SaLmowe | sat rex

| 10028078 | 2,506,529 | 0.25 | 000 | 0.00 [32s1zglkied}  [ASN_O7E_DIF(D0411001E) [SELECT NE_TIMEZONE FROM CHPMIE. .
G 7,579,197 100 000 | 0.00 [1h698shi2undd [asci_56_RANAFPratocalStats(01611000E) [SELECT DISTINGT NE_TMEZONE FR...
IBEEE 3,848,266 | 0.8 | 000 | 0.00 [sthzddaguuiee [asci_56_RANAPProtocolStats(0n &11000E) [SELECT SYS_VERSION FROM CMPM.T ...
[ 31pes] 311,504 | 100 0.00 | 0.00 [Ttztzv32wad | [estect . name, uname from co...
IEEE 301,325 | 100 000 | 0.00 [36s H6fcnwhw | [SELECT C.MAME FROM COLS C WHER...
[ zoogez | 200,669 | 100 000 | 0.00 [vs¥devTutpé [OMS insert into sys_audh( sessioni...
[ 65,044 | 65,035 | 100 000 | 0.00 fiz9nwiptzevtok | [SELECT par_type, param_clob, ...
64,949 | 3,945,482 B0.75 | 000 | 0.00 [fSraTdruSfkSn  [¥ML_PTR_RNC_RCS(003110008) [SELECT NAME, PATH, READ, WR...
64801 | 64,807 | 100 000 | 0.00 fhzid®alfninh  [MML_V7I_IN_LP_DCI00811000v) [SELECT DETMEZONE, LENGTH(DET ..
64532 | 64,542 | 1.00 000 0.00 [15inerb6016nd  [¥ML_V7I_IN_LP_DC(O0811000V) [SELECT SESSIONTIMEZONE, LENGT...

SELECT /*+ RESULT_CACHE */ srvr_id

FROM (
SELECT srvr_id, SUM(cnt) SUMCNT
FROM (

SELECT DISTINCT srvr_id, 1 AS CNT
FROM servers
UNION ALL
SELECT DISTINCT srvr_id, 1
FROM serv_inst)
GROUP BY srvr_id)
WHERE sumcnt = 2;

more examples: www.morganslibrary.org/reference/pkgs/dbms_result_cache.html

™
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Optimizer Settings

= Default Oracle install favors data warehouse not OLTP

NAME TYPE VALUE
optimizer adaptive_ features boolean TRUE
optimizer adaptive_ reporting only boolean FALSE
optimizer capture_sqgl plan baselines boolean FALSE
optimizer dynamic_sampling integer 2
optimizer features_enable string
12.1.0.2
optimizer index caching integer 0
optimizer index cost_adj integer 100
optimizer mode string
ALL_ROWS
optimizer secure_view_merging boolean TRUE
optimizer use_invisible indexes boolean FALSE
optimizer use_pending statistics boolean FALSE
L optimizer use sql plan baselines boolean TRUE

SQL> show parameter optimizer mode

NAME TYPE VALUE

optimizer mode string

ALL_ROWS < Best for Data Warehouse

SQL> ALTER SYSTEM SET OPTIMIZER MODE='FIRST_ ROWS_10';

System altered.

SQL> show parameter optimizer mode

NAME TYPE VALUE

optimizer mode string FIRST ROWS_10 < Best fO r 0 LTP

more examples: www.morganslibrary.org/reference/startup_parms.html
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Optimizer Statistics

= Gather System Stats
= Gather Fixed Object Stats
= Gather Dictionary Stats
= Gather Table Stats
= Gather Column Stats
= Gather Index Stats
= Gather Extended Stats
= Stat Generation

= Copy Stats

= Set Stats

= Fixing Stats

more examples: www.morganslibrary.org/reference/system_stats.html

MHA; Solutions for the Red Stack

Terminal

 Window Edit Options

MAKTHR
MERC
MREADTIM
SLAVETHR
SREADTIM

9 rows selected.

sSqaL> /S

CPUSPEED

CPUSPEEDNW G680 .0624

27
IOSEEKTIM 10
IOTFRSFEED 4096

MREADTIM

SLAVETHR

SREADTIM

9 rows selected.

SqL» exec dbms_stats.gather_system_stats(
PL/SQL procedure successfully completed.
5Q;> ie'lect phame, pvalil

rom aux_statssd
3 where sname = ‘SYSSTATS_MAIN';

PHNAME PvaLl
CPUSFEED 1081
CPUSPEEDNW G0 . 062427
IOSEEKTIM 10
IOTFRSFPEED 4096
MAKTHR

MERC 9
MREADTIM 107
SLAVETHR

SREADTIM 029

9 rows selected.

lsoL: B

‘STOP " )

SQL> select type, count (*)
2 from v$fixed table
3 group by type
4 order by 1;

TYPE COUNT (*)

SQL> select name
2 from v$fixed table
3 where rownum < 11;

NAME

X$KQFTA
X$KQFVI
X$KQFVT
X$KQFDT
X$KQFCO
X$KQFOPT
X$KYWMPCTAB
X$KYWMWRCTAB
X$KYWMCLTAB
X$KYWMNF
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Setting Optimizer Statistics

» Set database, schema, and table stats collection prefs

exec dbms_stats.set_table_prefs (USER, 'SERVERS', 'ESTIMATE_ PERCENT', '90');

exec dbms_stats.set_table prefs (USER, 'SERVERS', 'DEGREE','8');

» Where WHERE clause predicates utilize more than a single table column
collect extended stats

SELECT dbms_stats.create_extended_stats (USER, 'SERV_INST', ' (srvr_id, si_status)')
FROM dual;

more examples: www.morganslibrary.org/reference/pkgs/dbms_stats.html
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Manufacture Optimizer Statistics

= Creating a new table or partition?

exec

exec

exec

exec

it

If you know approximately what will be in it when it is full set the statistics when you create

If working in a DEV or TEST environment set or import stats to make these environments

"look" more like production

dbms_stats.

dbms_stats.

dbms_stats.

dbms_stats.

Numerical Distribution
Average Row Length

T

set_table_ stats (USER, 'EMP', numrows=>1000000, numblks=>10000, avgrlen=>74);

set_index_ stats (USER, 'ix_emp_deptno', numrows=>1000000, numlblks=>1000, numdist=>10000, clstfct=>1);
set_column_stats (USER, 'emp', 'deptno', distcnt=>10000);
set_table_stats (USER, 'dept', numrows=>100, numblks=>100);

/ T Number of distinct values

Number of rows Number of blocks Clustering Factor

more examples: www.morganslibrary.org/reference/pkgs/dbms_stats.html
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Diagnostics



Root Cause Analysis by Sophisticated Guessing

= Check data dictionary for collected stats

= Explain Plans
= Very few people can read them ... | will prove it next

= AWR Reports

= Data <> Information

= [f you want value from AWR ... create AWR Difference reports with
DBMS_WORKLOAD_REPOSITORY.AWR_DIFF_REPORT_HTML

= ADDM Difference Reports

= ASH Reports

= SQL Tuning Advisor

= SQL Trace and TKPROF

= Baselines and Evolving Baselines

= DBMS_TRACE, DBMS_MONITOR, TRCSESS, TRACE ANALYZER,
SQLTXPLAIN
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Reading Explain Plans

= Very few people can read an explain plan
= Here are two plans from identical tables with identical stats
= Which one would you rely on?

Database 11gR2

| Id | Operation | Name | Rows | Bytes | Cost (%CPU) |
| O | SELECT STATEMENT | | 141 | 4560 | 6 (84)]
| 1 | INTERSECTION | | | | |
| 2| SORT UNIQUE NOSORT | | 141 | 564 | 2 (50)|
| 3] INDEX FULL SCAN | PK_SERVERS | 141 | 564 | 1 (0) |
| 4 | SORT UNIQUE | | 999 | 3996 | 4 (25)|
| 5| INDEX FAST FULL SCAN| IX_SERV_INST | 999 | 3996 | 3 (0) |

| Id | Operation | Name | Rows | Bytes | Cost (%CPU) |

| 0 | SELECT STATEMENT | | 141 | 4560 | 20

| 1 | INTERSECTION | | | |

| 2 | | | 141 | 564 | 10

| 3| W | SERVERS | 141 | 564 | 9

| 4 | SORT UNIQUE | | 999 | 3996 | 10

I 51 | SERV_INST | 999 | 3996 | 9

Database 12gR1

The SQL Statement

SELECT srvr_id
FROM servers
INTERSECT
SELECT srvr_id
FROM serv_inst;

SQL> SELECT table_name, blocks
2 FROM user_tables

3% WHERE table name IN ('SERVERS', 'SERV_INST');

TABLE_NAME

BLOCKS

SERVERS
SERV_INST

more examples: www.morganslibrary.org/reference/explain_plan.html
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This Adds To The Confusion

MHA; Solutions for the Red Stack

SQL>

SELECT blocks

FROM dba_ tables

WHERE owner = 'UWCLASS'

AND table_name = 'SERVERS';

BLOCKS

SELECT blocks
FROM dba_segments
WHERE owner = 'UWCLASS'

AND segment_name = 'SERVERS';

BLOCKS
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This Makes It Even Worse

SQL> DECLARE
2 uf NUMBER;
3 ub NUMBER;
4 f1 NUMBER;
5 flb NUMBER;
6 f2 NUMBER;
7 f£2b NUMBER;
8 f£3 NUMBER;
9 f£3b NUMBER;
10 f4 NUMBER;
11  f4b NUMBER;
12 fbl NUMBER;
13 fby NUMBER;
14 BEGIN

17 dbms_output.
18 dbms_output.
19 dbms_output.
20 dbms_output.
21 dbms_output.
22 dbms_output.
23 dbms_output.
24 dbms_output.
25 dbms_output.
26 dbms_output.
27 dbms_output.
28 dbms_output.
29 END;
30 /
unformatted blocks:
unformatted bytes:
blocks 0-25% free:
bytes 0-25% free:
blocks 25-50% free:
bytes 25-50% free:
blocks 50-75% free:
bytes 50-75% free:

bytes 75-100% free:
full blocks:
full bytes:

put_line('unformatted blocks:
put_line('unformatted bytes:
put_line('blocks 0-25% free:
put_line('bytes 0-25% free:

put_line('blocks 25-50% free:
put_line('bytes 25-50% free:
put_line('blocks 50-75% free:
put_line('bytes 50-75% free:

put_line('blocks 75-100% free:

put_line('bytes 75-100% free:
put_line('full blocks:
put_line('full bytes:

16
131072
0

blocks 75-100% free: 11

90112
0
0

15 dbms_space.space_usage ('UWCLASS', 'SERVERS', 'TABLE', uf, ub, fl,

TO_CHAR (uf) ) ;
TO_CHAR (ub) ) ;
TO_CHAR(f1));
TO_CHAR(f1lb));
TO_CHAR(£2));
TO_CHAR (£2b) ) ;
TO_CHAR(£3));
TO_CHAR(£3Db)) ;
TO_CHAR(f4));
TO_CHAR (£4Db)) ;
TO_CHAR(fbl));
TO_CHAR (fby) ) ;

£1b, £2, £2b, £3, £3b, £4,

only 12 blocks are formatted

£4b, £bl, fby);

more examples: www.morganslibrary.org/reference/pkgs/dbms_space.html
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AWR Difference Reports s

= SQL scripts located at FORACLE_HOME/rdbms/admin
| FleName | Sy

awrddrpi.sql  Report on differences between differences between values recorded in two pairs of snapshots. This
script requests the user for the dbid and instance number of the instance to report on, for each snapshot
pair, before producing the standard report.

awrddrpt.sql  Defaults the dbid and instance number to that of the current instance connected-to, then calls
awrddrpi.sql to produce the Compare Periods report.

awrextr.sgl  SQL/Plus script to help users extract data from the AWR.
awrgdrpi.sql  RAC Version of Compare Period Report.

awrgdrpt.sgl  This script defaults the dbid to that of the current instance connected-to, defaults instance list to all
available instances and then calls awrgdrpi.sql to produce the Workload Repository RAC Compare
Periods report.

awrgrpt.sql  This script defaults the dbid to that of the current instance connected-to, then calls awrgrpti.sqgl to
produce the Workload Repository RAC report.

awrgrti.sgl  SQL*Plus command file to report on RAC-wide differences between values recorded in two snapshots.
This script requests the user for the dbid before producing the standard Workload Repository report.

more examples: www.morganslibrary.org/reference/awr_report.html
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AWR Difference Reports s

= SQL scripts located at FORACLE_HOME/rdbms/admin
| FleName | Sy

awrinfo.sql  Outputs general AWR information such as the size, data distribution, etc. in AWR and SYSAUX. The
intended use of this script is for diagnosing abnormalities in AWR and not for diagnosing issues in the
database instance.

awrrpt.sql Defaults the dbid and instance number to that of the current instance connected-to, then calls awrrpti.sql
to produce the report.

awrrpti.sgl  SQL*Plus command file to report on differences between values recorded in two snapshots. This script
requests the user for the dbid and instance number of the instance to report on, before producing the
standard report.

awrsqgrpi.sgl  SQL*Plus command file to report on differences between values recorded in two snapshots. This script
requests the user for the dbid, instance number and the sql id, before producing a report for a particular
sqgl statement in this instance.

awrsqgrpt.sql  Defaults the dbid and instance number to that of the current instance connected-to then calls
awrsqgrpi.sqgl to produce a Workload report for a particular sql statement.

awrupdi2.sql  This script updates AWR data to version 12c. It only modifies AWR data that has been imported using
awrload.sql, or data from before changing the database DBID. In other words, it doesn't modify AWR
data for the local, active DBID.

more examples: www.morganslibrary.org/reference/awr_report.html
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AWR Difference Reports s

WORKLOAD REPOSITORY COMPARE PERIOD REPORT

e L DB Id Instance Release | Cluster
Set Hame

Firet (1=t} ORAPDS 28385124853 orapls 111.2.0.3.0 NO db20p03=h
Second ORAPDS 2385124853 orapls 111.2.0.3.0 NO db20p03=sh
(Znd}
End Elap=zed
ST Begin Snap Time Snap End Snap Time Time
Set -

Id {min})
1=t 33759 02-Apr-14 04:000:19 (Wed) 33750 02-Apr-14 04:30:22 (Wed} 0.8 30.1 245
2nd 33807 03-Apr-14 04:00:13 (Thu} 33808 03-Apr-14 04:30:18 (Thu) 1.0 30.1 288
2eDifF 222 0o 21.6

Host Configuration Comparison

st | 2nd | Diff | %Diff |
a0 a0 ] 0.0

Mumber of CPUs:

Number of CPU Cores: 40 40 ] 0.0
Number of CPU Sockets: 4 4 o 0.0
Physical Memory: 1031454.5M 1031454 5M oM 0.0
Load at Start Snapshot: 19.09 2068 1.59 8.3
Load at End Snapshot: 11.49 1118 -3 =27
Yellser Time: 14.88 14.44 -.44 -3.0
YeSystem Time: 1.08 1.05 -03 -2.8
%eidle Time: a3592 3438 45 0.5
%el0 Wait Time: 31 45 13 452 —

more examples: www.morganslibrary.org/reference/awr_report.html
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AWR Difterence Reports s

0.z21
0.03
5583
272
383
48 85
0.85
3.40
1.72
18.87
5.09
iy
0.78
0.50
5.46
0.47
0.23
0.40
0.10
0.1
0.12
0.05
0.00
0.02
0.04
0.02
o.08
0.02

79.89 37.847.62

15,88 52,066.67
80.88 5.05
1524  56.79|
289 2133
55.59 19.16
208 144.71|
334 178
1.50 278
2251 18.66
se8 1120
0.42 45 45
060 -21.05
088 556
688 2607
037 2128
0.1 -s217
0.38 -5.00
009 -10.00|
010 -9.09
0.12 o.00
0.05 0.00
0.01 100,00
0.01  -50.00
0.04 0.00
0.01 -50.00
009 1250
003  50.00|

005
0.0%
268
0.42
525
307
0.00
0.0z
234
1.9
375
028
1.23
0.30
198
b2z
14.15
231
0.01
0.03
Doz
0.01
0.01
07
0.14
ooz
219
b.oe

Wait Events

* Ordered by absolute value of Tiff column of "% of DB time" descending (idle events last)
e e T e T e P e e O e o
gb file scattered resd Uses 'O | 0w 445 230 54472 2358348
read by other sesslan User 110 0.00 n.ss 0.87| 0.38 8808 18,780.00
log file parallel write System VO 3.B0 3.41 .3%| 11.54 11.84 o087
db file sequential read User 11D 088 085 0.19| 1280 10889 7262
eng: CR - blook range reuse oot Crther 028 017 -0.0%| 0.40 031 -22 .50
log file syne Commit 317 3.1 -0.08 8.42 8.28 .58
SOL"Net message to dient Metwork 006 0.2 0.06|72468 186896  157.50
utl_file 10 Usar 11D 023 049 -0.04| 8550 8484 -0.96
eng: RO - fast object reuse Application 0.12 Dog -0.03 0.41 0.31 -24.39
dt file async I'G submit System 'O 129 128 003 549 5% 856
control file parallel write System 1O 038 032 003 o078 073 287
library cache: mutex X Concumrency 0,05 0.02 0,03 1.48 1.10 24 86
latch free Other 005 003 002 0324 0.21 .82
ditest path write User 11D 008 008  -0.01| 187 214 28.14
direct path write temp Usaer 1D 037 039 eor| 152 230 51.32
reliable messsge Other | o003 ooz w001 o8 082  -2348]
lag bufes space Canfiguration 0.02 0.01 001 0.0 0.01 0.00
dk file parallel write System VO 0.03 b.oz2 -2.01 0.10 0.08 -20.00
contral file sequentisl read System o | 001 000 -000| 545 488 -10.83|
SO "Met mare data fram client MNebwork 0.01 0.01 -0.00 1.58 1.89 458
SOL"Net more dats to client Matwork 0.01 001  .0.00| 3.84 3,94 260
asynch desaiptor resize Other 000 000 000| 2458 243 -0.82
cursar: pin S Caneumrensy 0.00 0.00 .00 0.04 0.03 -25.00
latch: redo writing Configuration 0.00 0.00 L0001 0.08 0.04 -33.22
Istch: messages Other 000 000 000 018 013 1875
diresl path resd temp Usar |10 0.00 D.0D -0.00 0.23 0.28 -23.81
direct path sync Usar 1T 0.01 o0 -goo| o002 0.02 50.00
lstch: cache buffers chains Concumency | 000 000  000| 014 0683 35000

m # Viaits/sec (Elapsed Time) Total Wait Time [sec) Avg Wait Time [m!:l

0.08 w.crai
0.13  160.00)
2.80 a.21|
008 -gt40
s3as 2o
233 847
0.00 0.00]
o0z  o.o0
288 1453
209 94
432 1520
021 -27.59]
108 -12.20
022 -26.67
186  -16.58
033 313
888 -38.87|
271 17.39
001 o000
003 o.00
00z  oog
0.01 0.00|
0.22 2,200.00|
016 -5.84
017 21.43
002 u.oa|
178 -19.63]
00z -66.67]

more examples: www.morganslibrary.org/reference/awr_report.html
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AWR Difference Reports e

Other Instance Activity Stats
® Croersd by satistic nams

[ sawse | ww ] ww  Jwow [ ww | s [ wom | ww | e [ wom | w ] aa ] wow |
calls o komgas 44,988 48,775 843 a0.82 273 -10.81] 2494 27.04 8.42| 2.48 251 1.21
calls i kemges 327108 381,412 7.41| 22287 1sa7e 16| 181,40 18482 rat| 13.03 18.07 o023
cell physical I3 interconnect bytes 2,108,584,008 100,868,843,138 4,687.04] 143272813 se.4T3Es5.08 3e3msd| 116799050 5592108597 4e87.78| 11810895 5186,077.91 4 36656
change wiite time 518 488 -5.65| 0.35 028 -2571| 0.29 028 -10.34| 0.03 0.02 33,33
SRRNOUL - nuMBET o Mg Call 1,431 1,348 573 0.57 078 2168 0.78 [ T 0.08 007 1250
deanouts and rollbacs - consistent read gets 10 28 190.00] 0.01 002 100.00| 0.01 002 100.00| 0.00 0.00 o.00f

more examples: www.morganslibrary.org/reference/awr_report.html
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DBMS ADDM
= COMPARE _DATABASES dEZE new in Database 12c

= Create a report comparing the performance of a database over two different time periods
or the performance of two different databases over two different time periods

= COMPARE_INSTANCES 4 new in Database 12¢

= Create a report comparing the performance of a single instance over two different
time periods or the performance of two different instances over two different time periods

dbms_addm.compar_databases ( dbms_addm.compare_instances (

base dbid IN NUMBER, base_dbid IN NUMBER,
base_begin_snap_id IN NUMBER, base instance_ id IN NUMBER,
base_end_snap_id IN NUMBER, base_begin_snap_id IN NUMBER,

comp_dbid IN NUMBER, base_end_snap_id IN NUMBER,
comp_begin_snap_id IN NUMBER, comp_dbid IN NUMBER,
comp_end_snap_id IN NUMBER, comp_instance_id IN NUMBER,

report_type IN VARCHARZ := "HTML') comp_begin_snap_id IN NUMBER,

RETURN CLOB comp_end_snap_id IN NUMBER,

report_type IN VARCHARZ2 := 'HTML')

RETURN CLOB;
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Wrap-Up



Summary

= Do not guess

If your problem is not caused by slow hardware then faster hardware will just create a
problem faster

Gather information from a date-time range when everything was good and compare with
the date-time range when the problem was observed

If the problem is slow SQL ... is the SQL statement itself slow or is it the entire environment
that should be examined?

If the problem is related to CPU ... do you need more/faster CPUs or a better design?
If the problem is related to I/O ... do you need a new SAN or better indexing?

If the problem is related to network bandwidth ... do you need new NIC cards and to stop
network virtualization? Yes you probably do
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Conclusion

= Do not tune by guessing
= Do not blame everything on bad SQL statements
= Until you can prove that the root cause is the SQL

= Use the scientific method
= Construct a hypothesis
= Test the hypothesis by doing experiments
= Validate your conclusion
= Only rewrite SQL after you have established conclusively that the root cause

is the way a statement has been written and that rewriting the SQL statement
will address ALL issues

You will most likely rewriting very few SQL statements
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*

ERROR at line 1:
ORA-00028: your session has been killed

Thank You

Daniel A. Morgan

email: dmorgan@forsythe.com
mobile: +1 206-669-2949
skype: damorganiig




