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Dan Morgan

= Never worked for Oracle
# Qracle ACE Director

= More than 45 years technology experience
= First computer was an IBM 360/40 mainframe in 1970
= Fortran IV and Punch Cards

ﬁf Curriculum author and primary Oracle instructor at University of Washington
% Guest lecturer on Oracle at Harvard University
» Decades of hands-on SQL, PL/SQL, and DBA experience

= The "Morgan" behind Morgan's Library on the web
wWWw .morganslibrary.orqg

= 10g, 11g, and 12c Beta tester
= Co-Founder Intl. GoldenGate Oracle Users Group
= Contact email: dmorgan@forsythe.com
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My Websites: Morgan's Library

".\-.wv o library

Morgan®s Library

International Oracle Events 2015-2016 Calendar
May Jun Jul Aug Sep Oct
The library is a spam-free on-line resource with code demos for DBAs and Developers.
If you would like to see new Oracle database funtionality added to the library ... just email us.

Oracle 12.1.0.2.0 has been released and new features will be showing up for many weeks.
The first updates have already been made.

Nov Dec an

MadDog Morgan

Training Events and Travels Oracle Events

Resources
I
HowCan1?

:

. E]OUQ, Chicaqgo, lllinois - Mar 10

®5 UTOUG, Salt Lake City, Utah - Mar 11.12
. Ewmum;mu.z-_u
. Eculaborabe Las as, Nevada -
o ™ nYoUuG, Now York, NY - May 18

o Ml GLOC, Cleveland, Ohio - May 19-20

Next Event: 27 January, Redwood Shores, CA

r12-16

® Join the Western Washin
* Morgan's Oracle Podcast
* US Govt Mil._STIGs (Security Checklists)
. B Liewellyn's PL/SQL White Pa
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aboard USA-71

ACE Director

b |Crece

® Explain Plan White Pa
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”} AEDEONT SANS FRONTMRES
DOCTORS WITHOUT BORDERS
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Click on the map to find an event near you

ACE News
@ Would you like to become an Oracle ACE? &

Learn more about becoming an ACE

® ACE Directory
*® ACE Google Map
® ACE Program
* Stanley's Blog

Congratulations to our newest
ACE Director Jim Czuprynski

META; Solutions for the Red Stack




Why Meta’

= The Oracle Only division of Forsythe dedicated to the Oracle Red Stack

= Highly skilled consultants
= Extensive experience across multiple industries

»= Focusing on
= Core database performance, stability, security, HA

= Data Integration products
= GoldenGate
» OQOracle Data Integrator

» Engineered systems
= Reliable on-time and on-budget delivery
= A professional and agile team of Oracle technical experts
= New, State of the Art Technology Evaluation Center
= Secure hosting and Managed Services in our own Tier 3 data center
= Flexible financial support

8 Platinum
ORACLE Partner
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OpenWorld 2015 Road Show

A Division of Forsythe

Platinum
Partnear

You're Invited.

Meta7 Presents: Oracle Open World 2015 Road Show
November 10-13 | NY, NJ, PA, MA

Did you miss Oracle Open World 20157 Then join Meta7, the
Oracle experts as we review the session highlights over lunch.

Tuesday, Nov. 10

Wednesday, Nov. 11

Thursday, Nov. 12

Friday, Nov. 13

10:00AM —2:00 PM

10:00AM — 2:00 PM

10:00AM — 2:00 PM

10:00AM —2:00 PM

Seasons 52

160 N Gulph Road,
King of Prussia, PA
19406

Bridgewater Marnoft

700 Commons Way,
Bridgewater, New
Jersey 08807

Marriott Marquis

1535 Broadway, New
York, NY 10036

Burlington Marriott

1 Burlington Mall Road,
Burlington, MA 01803

For an invitation send an email to dpanos@forsythe.com
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Travel Log: 2014
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Content Density Warning

Take Notes ... Ask Questions
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Mythology + Methodology



Wisdom From Tom Kyte

I'll close up with an observation | made recently regarding questions about Oracle Database. In my experience
answering these questions, I’'ve come to realize that there are really only five questions about the database.

The answer to the first three questions is “use bind variables.”

The answer to the fourth question is “do not use bind variables.”

The answer to the fifth question is “it depends.”

If you know those five answers, you can answer any question about the database!

Actually, if you just remember the answer to question number five—"it depends”—you can answer any
guestion.

That is probably the most important thing I’ve learned in almost 30 years in IT: there is no single “best” way,
there is no single ‘best’ approach for every problem. The real challenge in IT is not learning the best way, but
rather learning as many ways as you can and learning how to evaluate which way is best given your current
circumstances. I'm looking forward to interacting with the Oracle community going forward through future writing
efforts, and | fully intend for those efforts to help you find the right ways.
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The #1 Database Performance Tuning Mythology

Instance Efficiency Percentages (Target 100%)

[Butter Mot %: | 99.80 [Redo Nowait %: |

[Buffer Hit %: | 9734 |n-memory Sort %: |

|Library Hit %: | 9997 [Soft Parse %: | 9379
| |
| |

[Execute to Parse %: 99.29 |Latch Hit %:

0.00 [% Mon-Parse CPL:

|F‘arse CPUto Parze Elapsd %

This was from the worst performing Oracle Database I've seen since 2006
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The #1 Database Performance Tuning Methodology

Guessing
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BAAG Comrades

®  BAAG Membershipw

7-Sep-08  Mohammad llliyaz BAAG Because 1 also want to BATTLE AGAINST ANY
http:// Member GUESSES
22-Sep-08  Ken Jordan BAAG Seeking THE truth!
http:// Member
27-Sep-08 Martin Berger BAAG | travel on a sea of wild guesses, with some
http://berx.at Member  islands of educated guesses. Knowledge is the
stars which help me traveling on these seas. |
need more light!
22-Nov-08  Daniel Morgan BAAG Too often a conclusion is simply the place where
http://www.morganslibrary.org Member  someone became tired of thinking: Then the
"answer" becomes a guess, a prejudice, or a
retreat to mythology. | prefer the application of
synapses.
11-Feb-09  Fairlie Rego BAAG becoz | have had enuff
http://www.el-caro blogspot.com Member
3Mar-09  Olnier NOEL BAAG Help me in my daily struggle against Oracle
http:// Member
16-Mar-09  Michael Erwin BAAG | like sharing what | know as actual fact vs
http://www.oracle com/consulting Member  guessing as well
ftechnology/grid-computing.html
18-Mar-09  Randolf Geist BAAG I guess (!) it's time to join.
http://oracle-randolf blogspot.com/ Member
1-Apr-09 Kevin Fries BAAG | guess it cannot make things worse, ['ve tried
http-// Member  everything else and the Magic 8-Ball broke
13-Apr-03  Henrik Harsfort BAAG to guess is to not know.
http:// Member
24-Apr-09  Paul Clare BAAG Creative problem soling is evolving into an art
http:// Member  form

Christian Antognini
Karl Arao

Mark Bobak
Ronald Bradford
Wolfgang Breitling
Doug Burns
Andrew Clarke
Randolf Geist
Alex Gorbachev
Marco Gralike
Frits Hoogland
John Hurley

Anjo Kolk

David Kurtz
Jonathan Lewis
Robyn Sands
Jared Still
Jeremiah Wilton
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BAAG Comrades

search blog archives

Home of the BAAG Party
Blog About BAAG BAAG Comrades Join BAAG

4 Baron Schwartz
Battle Against Any Guess Peter Zaitsav
Recent Posts BAAG - what is it all about? The main idea is to eliminate guesswork from our decision making process — once Pythian Blog (MySal)
The Statspack for PostgreSQL and for all. It's not Oracle specific ervgn though the roots lie in the area of Oracle database administration. So keep
— Meet Pgstatspack reading even if you don’t know anything about Oracle or computers. Before we go any further | should say that the . |
SOL. Sorvie Porforaance title was inspired by another fine BAA... site — BAARF. Just to avoid any guesses ) .
Diagnostic — Still Guessing? o Ko
Welcome ASH Masters! After some mental fermentation the birth of BAAG had been finally tnggered by an Oracle-L thread started as ASH Masters
BAAG Members page change 10gR2 performance sux. Title of the post was a direct consequence of pure guess and, worse yet, uneducated Cary Millsap
Avoiding Guesswork in guess. It's also interesting to see how the thread developed - guesswork. Another problem in the same thread was Daniel Fink
Complex Environments followed up by the same troubleshooting style. Perhaps. the author, inspired by previous responses, also hoped to James Morle
find the magic solution from of Oracle-L powered (and often educated) guesses Jonathan Lewis
4 Mogens Nergaard
Database performance tuning is one of the most noticeable areas where guesswork is still flourishing. There were Niall Litchfield
quite a few methodological techniques bom recently, such as YAPP and Method R, and older guess-based Pythian Blog (Oracle)
Recent Comments methods such as Tuning by BCHR are going away. Nevertheless, people’s mentality is very difficult to change and Tane! Poder
Alex Gorbachev on Avoiding we keep relying on guesswork hoping to solve the issue faster Hope-powered guess is the evil Tom Kyte
Guesswork in Complex
Environments Performance tuning is just one example. Imagine that your Oracle database crushes with ORA-600 and guesswork
Graham Oakes on Avoiding stants powered my your experience. Depending how good your memory and experience are you might want to ask Postgesq.
Guesswork in Complex in an Oracle forum something like "My database x.x x.x crashed vath ORA-600. Anyone seen it?" It's fishing for a = el

META; Solutions for the Red Stack



Clearly

= No surprise ... | do not endorse guessing

» Possibly a big surprise ... | do not like normal AWR reports

= | think the solutions to every performance issue is an Exadata
= And | am not attracted to all the tools with pretty GUIs

» So let us take a deep dive into performance tuning and address the root cause
of the majority of issues | see in my work

= WWe will focus on what fixes all issues ... not just one issue

= \We all know that 30+ years of doing it the way we have been
= DBMS_SUPPORT introduced with version 7.2
= DBMS_TRACE introduced with version 8.1.5
= DBMS_MONITOR introduced with version 10.1
» 10053 and 10046 traces and TKPROF

has not eliminated tuning problems

META; Solutions for the Red Stack
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What Affects Performance

= Hardware

= Servers Resources
= CPU
= Memory
» Bus Bandwidth and Latency

= Storage Subsystems
= Networks
= Software
» Operating System Configuration
* Virtual Machines
= Drivers
= Database
= Memory Allocation
= Optimizer Configuration
= SQL Quality

META; Solutions for the Red Stack

= Application
= Web Servers
= Application Servers
= Middleware Caching
= Application Code Quality

Let's focus on-what is

Important
A\

but not on theradar

17



Hardware

= Servers and Operating Systems
= Blade Servers
= ]/O Cards
= NUMA Architecture
= HugePages
= Swapiness
* Virtual Machines

= Storage
= Controllers
= Read-Write Caches
= LUN Size and Layout

= Networks

= TCP/IP
= UDP
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Blade Servers u

= Suitable for web and application servers
= Possibly usable for small databases
= A meltdown waiting to happen with RAC

RAC: Frequently Asked Questions (Doc ID 220970.1)

Cluster interconnect network separation can be satisfied either by using standalone, dedicated switches, which provide the highest degree of
network isolation, or Virtual Local Area Networks defined on the Ethernet switch, which provide broadcast domain isolation between IP
networks. VLANS are fully supported for Oracle Clusterware interconnect deployments. Partitioning the Ethernet switch with VLANS allows for:
- Sharing the same switch for private and public communication.

- Sharing the same switch for the private communication of more than one cluster.

- Sharing the same switch for private communication and shared storage access.

The following best practices should be followed:
The Cluster Interconnect VLAN must be on a non-routed IP subnet.

All Cluster Interconnect networks must be configured with non-routed IPs. The server-server communication should be single hop
through the switch via the interconnect VLAN. There is no VLAN-VLAN communication.

Oracle recommends maintaining a 1:1 mapping of subnet to VLAN.
The most common VLAN deployments maintain a 1:1 mapping of subnet to VLAN. It is strongly recommended to avoid multi-subnet mapping to

a single VLAN. Best practice recommends a single access VLAN port configured on the switch for the cluster interconnect VLAN. The server
side network interface should have access to a single VLAN.

META; Solutions for the Red Stack




Blade Servers ¢

= Blade servers, of which Cisco UCS is but one example,
do not have sufficient independent network cards to
avoid the networking becoming a single point of failure

* |tis good when the public interface has a "keep alive"
enabled but this is a fatal flaw for the cluster
Interconnect as fail-over will be delayed

= \When different types of packets, public, storage, and interconnect are mixed
low-level diagnostics are difficult ... if not impossible

= When different types of packets, public, storage, and interconnect are mixed
the latency of one is the latency of all

= Traffic from any one blade can impact all blades

Troubleshooting gc block lost and Poor Network Performance in a RAC Environment (Doc ID 563566.1)

6. Interconnect LAN non-dedicated
Description: Shared public IP traffic and/or shared NAS IP traffic, configured on the interconnect LAN will result in degraded
application performance, network congestion and, in extreme cases, global cache block loss.

Action: The interconnect/clusterware traffic should be on a dedicated LAN defined by a non-routed subnet. Interconnect traffic should be
isolated to the adjacent switch(es), e.g. interconnect traffic should not extend beyond the access layer switch(es) to which the links are attached.
The interconnect traffic should not be shared with public or NAS traffic. If Virtual LANs (VLANS) are used, the interconnect should be on a
single, dedicated VLAN mapped to a dedicated, non-routed subnet, which is isolated from public or NAS traffic.

META; Solutions for the Red Stack
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I/O (1:3)

= Not all HBA cards are the same

= NIC cards vary widely in capabllities and performance
= TCP/IP Off-loading
= Kernel Optimization of the TCP/IP stack

--enable TCP kernel auto-tuning
/proc/sys/net/ipv4/tcp _moderate rcvbuf (l=on)

-- tune TCP max memory: tune to 2xBDP (Bandwidth x Delay Product)
-- For example, with 40 Mbits/sec bandwidth, 25 msec delay,

-- BDP = (40 x 1000 / 8 Kbytes/sec) x (0.025 sec) ~ 128 Kbytes
/proc/sys/net/ipv4/tcp _rmem and tcp wmem 4096 87380 174760

-- tune the socket buffer sizes by setting to 2xBDP
/proc/sys/net/core/rmem max and wmem max

-- ensure that TCP Performance features are enabled
/proc/sys/net/ipv4/tcp_sack
/proc/sys/net/ipv4/tcp window scaling
/proc/sys/net/ipv4/tcp_ timestamps

-- additionally be sure NIC cards have TCP off-loading capability
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I/(:)(ZB)
= Optimize Data Guard

--sglnet.ora
NAMES .DIRECTORY PATH= (TNSNAMES, EZCONNECT)
DEFAULT SDU SIZE=32767

-- listener.ora
DGLOGSHIPB =
(DESCRIPTION =
(SDU = 32767)
(SEND BUF SIZE=9375000)
(RECV_BUF SIZE=9375000)
(ADDRESS LIST =
(ADDRESS = (PROTOCOL = TCP) (HOST =
10.0.7.2) (PORT = 1526))
)
(CONNECT_DATA =
(SERVICE NAME = prodb)

)

more examples: www.morganslibrary.org/reference/data_guard.html
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I/O (3:3)

= Optimize for RAC

» Read the Oracle installation documents with very careful attention to the advice given for
kernel parameters

= If on Linux and you don't know what rmem and wmem are ... read the docs
= |f on Solaris and you don't know what rsize and wsize are ... read the docs?

META; Solutions for the Red Stack
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NUMA Memory Allocation

= Non-Uniform Memory Access

= A memory design used in multiprocessing, where the memory access time depends on the
memory location relative to the processor

= A processor can access its own local memory faster than non-local memory

» The benefits of NUMA are limited to particular workloads, notably on servers where the
data are often associated strongly with certain tasks or users

EEEE S

Diagram Source: Wikipedia

META; Solutions for the Red Stack
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Detect NUMA Usage

[root@hclpl-odal0l etc]# numactl --hardware

available: 1 nodes (0)
node 0 size: 262086 MB
node 0 free: 113558 MB
node distances:
node 0

0: 10

[root@hclpl-oda0l etc]# numactl --show
policy: default
preferred node: current

NUMA Not Configured on an ODA

physcpubind: 01 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41

42 43 44 45 46 47
cpubind: 0
nodebind: 0
membind: O

META; Solutions for the Red Stack

[dmorgan@lxorapln5 ~]$ numactl --hardware
available: 2 nodes (0-1)
node 0 size: 48457 MB
node 0 free: 269 MB
node 1 size: 48480 MB
node 1 free: 47 MB
node distances:
node 0 1
0: 10 20
1: 20 10

[dmorgan@lxorapln5 ~]$ numactl --show
policy: default
preferred node: current

physcpubind: 01 2 3 45 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

cpubind: 0 1
nodebind: 0 1
membind: 0 1

NUMA Configured

more examples: www.morganslibrary.org/reference/numa.html
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Is Your Database NUMA Aware?

SQL> SELECT a.ksppinm PNAME, c.ksppstvl PVAL, a.ksppdesc PDESC
2 FROM x$ksppi a, x$ksppcv b, x$ksppsv c
3 WHERE a.indx = b.indx
4 AND a.indx = c.indx
5 AND LOWER(a.ksppinm) LIKE '$%numa$'
6* ORDER BY 1;
PNAME PVAL PDESC
_NUMA instance mapping Not specified Set of nodes that this instance should run on
_NUMA pool size Not specified aggregate size in bytes of NUMA pool
_db block numa 1 Number of NUMA nodes
_enable NUMA interleave TRUE Enable NUMA interleave mode
_enable NUMA optimization FALSE Enable NUMA specific optimizations
_enable NUMA support FALSE Enable NUMA support and optimizations
_numa buffer cache_stats 0 Configure NUMA buffer cache stats
_numa shift enabled TRUE Enable NUMA shift
_numa shift value 0 user defined value for numa nodes shift
_numa trace level 0 numa trace event
_px numa_stealing enabled TRUE enable/disable PQ granule stealing across NUMA nodes
_px numa_support_enabled FALSE enable/disable PQ NUMA support
_rm numa_sched enable FALSE Is Resource Manager (RM) related NUMA scheduled
policy enabled
_rm numa_simulation cpus 0 number of cpus for each pg for numa simulation in
resource mgr
_rm numa_simulation pgs 0 number of PGs for numa simulation in resource manager

META7 Solutions for the Red Stack more examples: www.morganslibrary.org/reference/numa.html



Enable Database NUMA Support

conn / as sysdba

ALTER SYSTEM SET " enable NUMA support" = TRUE
COMMENT= 'NUMA Support Enabled 15-Mar-2015'
CONTAINER-=ALL

SCOPE=SPFILE

SID="'*";

META7 Solutions for the Red Stack more examples: www.morganslibrary.org/reference/numa.html
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HugePages

= Also known as "Large Memory Pages" or just "Large Pages"

= Each page table entry represents a “virtual to physical” translation of a
process’s memory

= Can be as large as 64 KB in size per entry

= Can be huge for large memory systems
= See PageTables in /proc/meminfo
= Aslargea 1l.5GB
= The entire SGA must fit inside the HugePages
= |fit does not fit ... then none of it will use the HugePage memory

= You will essentially have walled your database off from using a large portion of the server's
memory

META; Solutions for the Red Stack
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Swapiness

= Swapping (aka Paging)
* |In a sense the operating system's version of the Oracle Temp tablespace

vm.swapiness=0 The kernel will swap only to avoid an out of memory condition
vm.swapiness=60 The default value
vm.swapiness=100 The kernel will swap aggressively

* In older versions of the ODA swapiness was set at 0O (a bad idea) and with the
X5-2 has been set at 100 (an equally bad idea)

META; Solutions for the Red Stack
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Virtual Machines

= |[eave sufficient cpu resources for the bare-metal operating system to perform
I/O and manage network traffic

= Disable interrupt coalescing
= Disable chipset power management
= Read the docs http://www.vmware.com/pdf/Perf Best Practices vSphere5.0.pdf

= VMs on NUMA machines should be configured to enhance memory allocation
= This example is from vSphere where 0 and 1 are the processor sockets

numa.nodeAffinity=0,1 ‘

META; Solutions for the Red Stack
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Storage Hardware

= Storage

Spinning Disk
Solid State Devices
Controllers

SAN Switches

Kaminario K2

NetApp FAS6240
Cluster

Fusion-io ioDrive2

Flash/DRAM
/Hybrid SSD

Flash/Disk

SSD

Up to 1,200,000 IOPS SPC-1 I0PS
with the K2-D (DRAM)(41142]

FC

1,261,145 SPECsfs2008 nfsv3 IOPs

using 1.440 15K disks. across 60 NFS, CIFS, FC,

shelves, with virtual storage FCOE, iSCSI
tiering 143}
Up to 9,608,000 IOPSI#4! PCle

Device Type IOPS Interface | Notes
7.200 rpm SATA drives | HDD | ~75-100 IOPS[Zl | SATA 3 Ghit/s
10,000 rpm SATA drives | HDD | ~125-150 IOPS[E] | SATA 3 Gbit/s
10,000 rpm SAS drives | HDD | ~140 IOPS[] SAS
15,000 rpm SAS drives | HDD | ~175-210 10PS[El | SAS

Only via demonstration so far.

SPECsfs2008 is the latest version of the Standard Performance
Evaluation Corporation benchmark suite measuring file server
throughput and response time, providing a standardized method for
comparing performance across different vendor platforms
http://www spec.org/sfs2008 &.

META; Solutions for the Red Stack
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Storage Heat Map

SP B Utilization

SP A Dirty|Cache Pages S Cache |Pages|

Bus 2
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Storage Layout

LUN 208
LUN 204

LUN 74

LUN 94
LUN 200

LUN 81
LUN 205

LUN 78

LUN 101

LUN 57

LUN 82

LUN 35

LUN 92

LUN 102

LUN 105

LUN 49

LUN 104

LUN 53

LUN 62

LUN 58

LUN 206

LUN 130

LUN 84

LUN 43

LUN 106 LUN 107 LUN 51
LUN 47 LUN 126 LUN 103 LUN 85
LUN 44 LUN 56 LUN 45 LUN 67 LUN 14
LUN 17 LUN26 LUN8 LUN2 LUN4

LUN 30

LUN 19

LUN 88

LUN 207

LUN 1

LUN

LUN

LUN

LUN

LUN5 LUNG6 LUNS
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In-Object Space Wastage us

» By default the Oracle Database wastes 10% of all the storage you allocate to it

SQL> SELECT owner, pct free, count (*)
2 FROM dba_ tables
3 WHERE pct_free IS NOT NULL

3 GROUP BY owner, pct free
4* ORDER BY 1,2;

General Block Information
(Block add, Segment type)
85 ~ 100 bytes

Table Dictionary

OWNER PCT FREE COUNT (*) o
_______________________ ol e __ Row Dictionary

APEX_ 040200 0 2
APEX 040200 10 450 I 0

CTXSYS 0 e ,  Free Space (Default 10%)
CTXSYS 10 37 '

- Table info in Cluster

- Row info in Block

DBSNMP 0 1 (2 byte per row)
DBSNMP 10 19

DVSYS 10 34 _
GSMADMIN INTERNAL 0 5 Used when a row is
GSMADMIN INTERNAL 10 14 inserted or updated
SRS -0 oz (pctfree, pctused)
MDSYS 10 130

ORDDATA 10 90

SYS 0 90 Table or Index Data
sYs 1 15

sYs 10 1105

SYSTEM 0 1

SYSTEM 10 131

WMSYS 0 16

WMSYS 10 24

XDB 10 28

XDB 99 1

META; Solutions for the Red Stack
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In-ODbject Space Wastage s

= Within file systems space may not be allocated efficiently to data files
= Within data files space may not be allocated efficiently to segments
= Within segment extents space may not be allocated efficiently too

* |n the preceding example, assuming 10% free space and 90 rows per block
= Reading 89 rows requires reading 8K

Reading 91 rows requires reading 16K

Without the pctfree loss reading 91-100 rows would still require only 8K of I/O

With the free space at 10% reading 200 rows requires reading 3 x 8K

= With the free space at 0% reading 200 rows saves 1/3 of the 1/O

= Know your systems well enough to know if you can eliminate the pct free value

META; Solutions for the Red Stack
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In-Object Space Wastage cs

= Online segments can be shrunk using a variety of technologies
= DBMS_REDEFINITION
= DBMS_SPACE
= DDL

SQL> ALTER TABLE servers ENABLE ROW MOVEMENT;
SQL> ALTER TABLE servers SHRINK SPACE CASCADE;

High Water Mark Free Space

High Water Mark Free Space

META; Solutions for the Red Stack
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In-ODbject Space Wastage us

= DBMS_SPACE Built-In Package
= Fully documented and supported
» FREE_BLOCKS
= SPACE_USAGE
= UNUSED_SPACE
» VERIFY_SHRINK CANDIDATE
* VERIFY_SHRINK CANDIDATE TBF

META; Solutions for the Red Stack

37



In-ODbject Space Wastage es

= No wastage

SQL> DECLARE

2 uf NUMBER;
ub  NUMBER;
f1  NUMBER;
flb NUMBER;
f2  NUMBER;
f2b NUMBER;
f3  NUMBER;
9 f3b NUMBER;
10 f4  NUMBER;
11 f4b NUMBER;
12 fbl NUMBER;
13 fby NUMBER;

O J o U bW

26 dbms_output.put line

27 dbms_output.put line

28 dbms_output.put line

29 END;

30 /
unformatted blocks:
unformatted bytes:
blocks 0-25% free:
bytes 0-25% free:
blocks 25-50% free:
bytes 25-50% free:
blocks 50-75% free:
bytes 50-75% free:
blocks 75-100% free:
bytes 75-100% free:
full blocks:

full bytes:

META; Solutions for the Red Stack

'bytes 75-100% free: '
'full blocks: '
'full bytes: '

14 BEGIN
15 dbms_space.space_usage ('UWNCLASS', 'SERVERS', 'TABLE', uf, ub, fl1, flb, f2, f2b, £3, f3b, f4, f4b, fbl, fby);
16
17 dbms_output.put line ('unformatted blocks: ' || TO CHAR(uf));
18 dbms_output.put line ('unformatted bytes: ' || TO_CHAR(ub)):;
19 dbms_output.put line('blocks 0-25% free: ' || TO_CHAR(fl));
20 dbms_output.put line('bytes 0-25% free: ' || TO_CHAR(flb));
21 dbms_output.put line('blocks 25-50% free: ' || TO CHAR(f2));
22 dbms_output.put line('bytes 25-50% free: ' || TO_CHAR(f2b));
23 dbms_output.put line('blocks 50-75% free: ' || TO CHAR(f3));
24 dbms_output.put line('bytes 50-75% free: ' || TO_CHAR(f3b));
25 dbms_output.put line('blocks 75-100% free: ' || TO CHAR(f4));

( Il ( )

( Il ( )

( Il ( )

P NOOOOOOOOOO
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In-ODbject Space Wastage es

= Minor wastage

SQL> DECLARE

2 uf NUMBER;
3 ub NUMBER;
4 f1 NUMBER;
5 flb NUMBER;
6 f2 NUMBER;
7 f2b NUMBER;
8 f3 NUMBER;
9 f3b NUMBER;
10 f4 NUMBER;
11 f4b NUMBER;
12 fbl NUMBER;
13 fby NUMBER;
14 BEGIN
15 dbms_space.space_usage ('XDB',
16
17 dbms_output.put_line ('unformatted blocks:
18 dbms_output.put line ('unformatted bytes:
19 dbms_output.put line('blocks 0-25% free:
20 dbms_output.put line('bytes 0-25% free:
21 dbms output.put line('blocks 25-50% free:
22 dbms_output.put line('bytes 25-50% free:
23 dbms_output.put line('blocks 50-75% free:
24 dbms_output.put line('bytes 50-75% free:
25 dbms_output.put line('blocks 75-100% free:
26 dbms_output.put line('bytes 75-100% free:
27 dbms_output.put line('full blocks:
28 dbms_output.put line('full bytes:
29 END;
30 /
unformatted blocks: 0
unformatted bytes: 0
blocks 0-25% free: 0
bytes 0-25% free: 0
blocks 25-50% free: O
bytes 25-50% free: 0
blocks 50-75% free: 1
bytes 50-75% free: 8192
blocks 75-100% free: 2
bytes 75-100% free: 16384
full blocks: 2
full bytes: 16384
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TO CHAR
TO CHAR
TO CHAR
TO CHAR
TO CHAR
TO CHAR
TO CHAR
TO CHAR
TO CHAR
TO CHAR
TO_CHAR
TO_CHAR

(
(
(
(
(
(
(
(
(
(
(
(

'XSON40ORNNWS4T9IVANV2GK293AFHS ',

'TABLE',

uf,

ub, f1,

flb, f2,

£2b, £3,

£3b,

f4,

f4b,

fbl,

fby) ;



Other Object Optimizations

= QOracle's default tablespace settings waste disk and create unnecessary 1/O
= Often a smallfile tablespace is a bad choice

= Default table creations are almost always inefficient
= Often heap tables are a bad choice

= Not every index should be a default B*Tree
= And poor choices lead to poor performance

» QOracle sequence object defaults are almost always inefficient
» A default cache size of 20 is a bad choice essentially all of the time

= The vast majority of PL/SQL | see written would have been valid in version
7.3.4

= Constants declared as variables
= Poor choices of data types
= Non-use of FORALL syntax

= Qracle optimizes data dictionary performance by clustering tables ... do you?

META; Solutions for the Red Stack
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I'm Not Afraid To Show You Mine
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T BRICSSON_CSCORE EOE" A5 TABLENAME, sumdsy, CASE WHEN percant(summarised_ontime_coufdl, (ontime _counidaba_court), 2) = 100 THEN 100 ELSE percent{susmarnssd_ortirma_courd, (onlfe_countlale_court]), 2 BND
el _of _cadoft, case when 1 00 ol Cterl | Soamwmeiged_onlisms_Ccount, (ondime_count-tate_cound), 25 = 0 Then O et 1 00-penCenl 3ot _ontime_coln, (pnlime_count-lste_count), 20 and percend _of_culolf_nob_summed,
SR _onbimes:_CoLnt, ontimes _colnd<abe_cound, Jipercinings_od_tobal_byanm, per conR{sanmmei e _OnSimi_Couint + SLemiminnibed _Inge_coun, ordime_counl+ il o_count, ) curnent _pencanbage, onbimes _coiind +iate_count
rover_elements, summarized_ontime_countssummarized_lale_count cuerent_summary _skements, summanised_onbime_cound-sumemarised_late_count 510 _ELEWENTS_ATSAM, Infe_count late_rere_slements, ontime_count-
ale_count svalable st culof, percentinum_od_susrows, num_od_rowes, 20 sccuracy friom [ select counbidisting case when trunc{dabstime_ins, i) = truno sysdabe )+ 3024 then MSC and) labe_count, counbidistinct case wien
(el stirme_irs, ‘i =« trumc(eysdalals 2024 than MSC and) ontima_count, cound (%) mum_o!_roers Trom ERICSS0M_CRO0RE BOS whers datelims between trune{sysdala) and frorc(zysdabe). 1 2480 raed, [ sebsst
A chated ime s amoay | colmbdkstinet cage wheh truncidatelime_ine, Mo = bunc]svsdata)+ 728 then WSC and) simenarized el _coint, colnt{dsting case when truncidatetime_ing, W) < rnc(s yedata) 7048 then MSC and)
a5 _orbime:_cound, surmi antries) num_of_sumeowys from ERICSS0N_CSO0RE EOS_DY where dalstime = fruncdsysdabe)-1 suemt union o SELECT ERICSS0N_CSOORE MECSTATS AS TABLENAME, sumclay, CASE WHEN
- summansed_ontime_count, (onlime_count-lale_count), 23 = 100 THEN 100 ELSE percentl summarised_oniime_count, (ontime_count-labe_cound), 3) END percent_of_cufodf, case when 100-percent( summarized_ontime_count,
m_l:l:-.l'l-H:u count), ¥ = O then O etse 100-perceant] summerised _antime_oount, (ontime_count-lste _count), X end percent_od_cubali_nol_summed, percentsummarnssd _ontime _count, ontime_count +iate_count,
srilage_od_botal_brySam, percand] Sunmerised_onlime_counts summdarised_lie_count, onime_count«ksbe_court, 2) current_percertage, ontime_couni +lafe_sounl curmend_raw_slemanls,
i HEad_oniime_couin + surnmarised_labe _couind cLiTent_simemany _ekeemerts, SLEnmartsed_ontire _coLnt-summarised e _ mﬂELHjLEI-E«:ITS_.AIS.M tabe_cowind Iafe_racy_slaments, onlime_count-lale_count svadabie_sl_cudodd,
i en_of _gumrcws, num_od_roees, 2] accimaly ingm [ edec] colmf(distinct coge wwieen trond]ced elime:_inc:, i = bnuncsypdel 62024 then MSC end) labe_cound, cound(distinct coge when tnanc{datotime_ing, T <
i sysdate]+ 224 then MSC end) ontime_count, court (*) num_of_rows from ERICSSON_CSCORE MISCSTATS where defetime between trunclsysdate)-1 and fruncy sy sdabe)-1.2880 Jrovet, | selsct maddatetime sumday, counidist ino
e e runcdafelime_ing, ‘mi') = buncl sysdate)+ 724 then BEC end) summarised_jats_court, count{dislinc case when truncidatetime_ing, 'mi%) = runolsysdaie)+ 724 then MESC end) summarised_ontime_counl, sumienbhies])
of_gsurmntrars from ERICSS0N_CRCORE MECETATE DY where dafelime = trunc{zysdala).] st union al SELECT ERICES0M_CS00ORE MTRAFTYPE' AS TABLENANE, sumday, CASE WHEN paroanl summarned_onlis_eourt,
ontime_colind-baba_coiunt), 2 = 100 THEN 100 ELSE percantisusmmantssd_ontims _count, (onlens_count-lale_sount), 2 BND parcent_of_cibol, cags wihd 1 00-parsenll SLmmmansad _onlime_count, (onlime_count-lele_soint), 23 < 0then 0
sise 100-parcent( summarizad_ondime_count, (ontime_cound-labe_count), 2) end percent_of _cubai_nod _sumimed, percent] summarised_ontms_count, ontime_countsabe_cound, 2percenings_of_jobal_bySam,
- summansed_ontime_count+summarnsed _labe_court, ontime_count+iabe_cound, 2) cuerent_percentage, ontime_count+abe_count curreni_rae_slements, summanised_onlime _count+summarised_lale_count
el _sunmary_slemenis, summarised_ontime _cound-summarised_jabe_count SUM_FL EWENTS _ATSAM, Iale_count lsle_raw _ekments, ontime _count Jate_court availsble_st_cutol, percentinum_of _sumroews, num_od_roees, 23
mocurasy from [ delect counlidstine] case when tuncldabelime_ins, w07 = irunsSyscdabe)+ 3024 then MSC endd) lale_court, counb{dsling case wihen truncidabstime_ing, W) = Iruns(sysdate)+ 324 then BSC erd) ontime_sount | eourt (*)
of i Inom ERICSSON_CSCORE MTRAFTYFE where cafetime bedwesn bunc]sysdale)-1 and runc]sysdale). 1 2460 e, ( select mefdeletimesiemday, colnd(distinct case swhen runcidaletime_ire, mi7) = truncisyedabe)s 724
e MSC genod) gurmimisrtped _iabe_colind, countidetinct cacon wihen trunc{datetime _ing, ‘'mi7) < frunc] gy sdabe)s 724 then MSC end) surmimanssd_onbime_cound, sumientries) nam_od_sumiowes from ERICSSON_CSCO0RE MTRAFTYFE_DY
ere datelime = truncisysdate)-1 Jsumt union all SELECT ERICSSON_GERAN CELLGPRE AS TABLENAME, sumday, CASE YWHEN percent[summarized_ontime_count, (orbme _counl-labe_count), 2) = 100 THEM 100 ELSE
-  summarised _ontime_count, (ontime_oount-lale_count), 2) END percent_of_culol], case when 1 00.percentl summansed_onlime _count, [onlime_count-lste_count]), 2) < 0 then 0 else 1 00-percentSummarised _ontimes _count,
orfame_coun dabs_count), 2) end percert_ol_cuball_nol_summed, percanlisummansed_onlime_count, onlime_court+isbs_cound, Ppercentags_of_jolal_bySam, percenb{summarisad_oniime_counl+susmarissd_late_couni,
orirme_Caouandslal e _oount, 20 curnent_pansentsgs, onbime_cound «late_counl Cuirmanl_res’ _slmenil S, Sumimar foid _oniime _Couind & SUemmanissd _bate_cound cUrTeni_sumimary _eliemenis, SUrnmareisd _onkims_cod g -Surmimarisad_jale_count
_ELEMENTS_ATSAM, Inbe_cound Infte_ravsy_slemaents, onlime_count-inle_count svadabie_st_culodd, percend(nim_od _sumioses, mum_of_nows, 2) eccuracy from [ select counb{cistingd case when trunc(d sbelime_ing, i) =
runcl sysdate)+ 224 then B5C end) labe_cound, cound(distinct case wihen trunc{daletime_ing, ‘mil) < trunc(sysdate]= 304 then BSC end) ontime_cound, count (*) nuam_od_rowes from ERICESON _GERAN CELLGPRS where dabetime bebween
runcl sysdate -1 and trunci syadaie)-1 2460 jrawd, [ select madatelimemumdsy, count{distinct case when truncldatetime_ins, 'mif) = bruncisysdate)+ 724 then BSC end) summansed _lsbe_count, countidistinct case wihen
e dalstirme_ins, i = trufc{sysdale)s T2 than BSC ) Summarissed_ontime_counl, susisriries) num_of_sufross from ERICES0N_GERAN CELLGPRS_INY wiwns daletime = Irufd(sysdaba) Toumt union all SELECT
RICSSOMN_GERAN CELLSTATS' AS TABLEMAME, susmday, CASE WHEN percent{sisnmarised_ontime _colnd, (ontime_colnd-ebes_coiunt), 2) = 100 THEN 100 ELSE percanl] sisnimanisec]_onlise_count, (onlime_count-late_count), ) BND
gl _of _cutoll, casn b 1 D0-percanl] siummaisedd_gntime_count, (ondime:_cpunt-inte_count), 2 = 0 then 0 etee 100-pencent] siemmarssd_ontimes:_coln, (pnlime:_count-inte_count), 20 end percend _of_cufodf_not_summed,
- summarsed_ontime_count, ontime_count+iabe_cound, Zpercenings_of_fotal_bySam, percent{summarized_ontime_count+summariszed_late_count, ontime_count+iale_count, ) currenl_percentage, ontime _count +iate_cound
el _raver_slements, summarised _onfime _counl+summarised_lsie_counl current_summany_slemenis, summarissd_ontime _coun]-sumemarised_jale_ocount SUM_ELEWENTS _ATSAM, isfte_ count lele_raw _skements, ontime_count-
il oot hﬂaﬁu_ﬂ_ﬂlﬂ!. peer i iam_od _SUrsronees, fum _od_nies, 2 Sociracy fnom [ seect sount{dsting cate wihen truncidabeime_ing, Wi = Inunc(sysdata)s 324 then BEC end) labs_court, count(distinct case whan
{chmbietinrsd_iree:, ‘i) = fruncisysdabes 24 then BSC end) ontime_count, Sount (%) nusm_od_roes: Trom ERICSS0N_GERAN CELLSTATS where datedime beteaen buncisysdate)-1 ard truncsysdalel-1 24060 Jrawd, | st
ool chatedimay)siamaiay, coLnb{clstingt case: whn truncdatetime_ing, 'mi = unc{siesdnie)s 724 then B2C end) simimanised_abe_cound, cound(distinct case wiin truncdded shime_ine:, i) « tnuncy sy pdade) 724 then BSC endd)
arized_ontme_cound, sumdentries) num_of_sumecees from ERICSS0M_GERAN CELLETATE DY where datetime = truncisysdate)-1 jsumi union ol SELECT BRICSS0N_PECORE MM AS TABLEMAME, sumday, CASE WHEN
 surmmansed_ontime_count, (onlims_count-lsle_cownt), 2) = 100 THEN 100 BLEE percent| summarised_antime_coount, (ontime_cound-labe_count), 2) END percend _of_cufodf, case when 100-percent] summarised_onfime_counl,
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oo _coound -sabe_courk), 27 « O treen O ebse 100-percens| sumemarized_ontime:_cound, (orbme_cound-iabe_count), ) end percent_of_cuboi_not_sumimesd, percand(sumenarized_cndime_count, cndime_countslse_count,
;p:rwﬂg: ol _total_brySam, percent] summarized_ontime_count+summarized_ste_count, ontime_cound+lale_count, 2) current_perceniage, ontime_count abe_count curr ent_raw _elements,
pad_orbime_cound +summansed _labe_count current_summary_slements, summarised_onlime _count-summanssd_labe_cound SUM_ELEMENTS _ATSAM, lale_court labe_raw_elesments, ontime_cound dabe_count available st _culofi,
- nuri.(nm o _Sutronde's, flam_od _rovecs, Eflmt::r ﬁmf&murﬁ:ﬁa'lm =t M‘ﬂ'lln.l'nt{dﬂ!lrm_m ) = Irarf Sy scaba i+ 304 hen SEEMD erd) lale_sount, court{diEine case wihen truncidabeime_ing, W) <
Fyacate)+ 324 then SESNID ened) ontime:_count, Count () naem_of_row's from ERICSS0ON_PRIORE MM where daletims Delvessn truncisysdalel-1 and irencisysoabe)- 12850 Jrawt, [ pelect macodeletimesumday, couni(dissincg coge
Trunc{datetime_ing, 'm) = bunc{sysdaie)+ 724 then SGSHID end) summarisecd_inte_count, counbcisting case when fruncldatelime_ing, ') < innc{sysdabe)+7 24 en SOSND sred) summarized_ontime_cound, sumieniries)
_of _sumecws from ERCSS0N_PESCORE M_D wihere datetime = trunc] sy sdabe)-1 sumt union all SELECT ERICSS0M_PSOORE SGESHNSTAT A5 TABLENAME | sumdsy, CASE WHEN percent summarised_ontime_cound,
ortime_cound Sabs_court), 2) = 100 THEN 100 ELSE percant{ summanzed_onlime_court, [antime_count-late_count), ) END percsn]_of_culodf, cams when ml-pm‘:wl{m.unud_m caurd, (ortime_countbabs_count), 23« Diben 0
aige T00-parcord{tummarisad_ontime_cound, (ontime_cound-labs_count), 2) end pescan] _of_culofi_pol_sumensd, percert]surmearisod_ordime_sounl, ontime _cound+ls le_sount, Dpencentage_al_botal_EreSam,

Eer T Ol STt _onbiemed _Codant+ suamemdrisan_labe_coiunt, onlieme:_coinbaiabs_coint, 2 cirrent_parcanbige, oniams _colind el _counl CLTENT P _Snmenl S, SUSTHFEB_ONDme _coLind & S mimanssd ke _colind
s _summary_slements, summarised_ortime_count-summarised_lale_count SUM_ELEMENTS_ATSAM, labe_cound lae_row_siements, ontime_count-late_count avalable_of_cutoff, percenbinum_of_sumrows, rum_of_rows, 2)
socuracy from [ select countdistinct cass when buncidatetime _ing, 'mi) = frunc]sy sdabs =070 then SOEMD end) iste_count, countdistind case when buncidatetime_ins, 'mif) < frunc(sy sdabe =370 then S5EMD end) ontime_cound,
aul (%) mam_od _roeees Trom ERKCES0M_PSCORE SGENSTAT wﬂrt dat elime betweeen bruncl Syadate)-1 uﬁmttmﬁdﬂt}1ﬂﬂ]}ﬂnﬂ [ sedect meoadat elime undsy, countdistinct case whan fruncldateime_ins, 'mi) =
unCEydoate )+ 7 24 then SGEND end) sumesarised_lale_oount, Counbicisting case wien tunc] dabetima_ing, w7 < runcisysdaba’s T2 then SEERD end) Summarisad_ontime_cound, Surseniriss] num_of_susmr o' Trom
= P ORE SUSNSTAT_DY where cadetime: = fruncsysdabe)-1 sumt unmn ol SELECT ERICSSON_UITRAN RBS_CARRIER" AS TASLENAME, sumciy, CATE WHEN percoend( Sumemartsec_ontime_count, {oniims_cowind -iabe_coint],
20 = 100 THEN 100 ELSE percent(summarized_ontime_count, (orbme_cound-labe_count), 2) END percent_od_cutoff, cage wihen 100-percentsummariped_ontime_cound, (ontime_count- late_count), 20 < 0 then O else
O0-percent{summarised_ontime _cound, (ontime_count-labe _count), 20 end percent_of _culedi_not_summed, percent{summarised_ontime_cound, ontime_count +iale_counl, 2jpercentage_of _fotal_brySam,
srcanlldunmanized_onlime_count+summarised_lale_count, onlime_court+als_court, 2) current_percertage, ortime_couni+iale_counl currert _raw _slemants, summarised_ontime_coun +summansed_labs_count
S _SLETMTEAry _laemini s, Suenmarissd _ontime _coun-sumesrised_lale_count SUM_ELEMENTS _ATSAM, late_cound e _raw _slemanls, onlime_count-late_counl avaiable_sl_citoll, percenbirum_of _sumadnes, num_ol_rom's, 2)

ncy Trom [ Select counlidstingd cods when tunc(daletme_ing, i) = trncsysdnbe)s 024 then NODES end) Inte_count, countidstingg cass when runcidaletime_ine, 'mi7) = inuncy sy sdabe)e 20249 then NODED end) ontims_count,

cunt (") num_od_rovwes from ERICSSC0M_UTRAN RES _CARRIER where datetime betwesn fruncsysdabe-1 and frnc] sy sdabe’)-1 2480 raet, [ sebect manddatetime sumday, countidistinct case when trunc(datetime_ine, mf) =
u'u:(wsdde}ri‘mhnhﬂﬂﬁﬂ erd) summarised_|sle_count, count{disting case when bruncidalsbime_ns, Wi © frenc]sysdaba’= T2 then NODED end) summantssd_ontims _count, sumieniriss) num_od_sumrowns from
_UTRaM REE_CARRER_IY where dalelims = iruncisysdae)-d Jaum union sl SELECT ERICES0M_UTRAN RES_FLCHRES' AS TABLEMAME, sumday, CASE WHEN percenlizummarnized _onlisve_court, (ondime_coun.|
ahe_cound), 2) = 100 THEN 100 ELZE parcent] sirmmanssd_ontimes_cound, (nlims_count-kle_count), 20 BND pencent_of _citofl, chse when 1 00-peercsnd | s e _onlimes:_count, (ondime:_count-kaba_cound), 2] =< O Bhen O el

Qf-por canblsummirtsed_onbme _colimd, (onbimes:_cotnt-late_count], 20 end peecent_of _caudodd_nol_swmensd, percent{summartsed_ondime_count, ontime_colnd +iade_count, Jpsercentage_od_fobal_bryham,

- summarised_ontime _count+summarised_labe_count, ontime_count+ate_court, X current_percentage, ontime_cound viafe_count current_ravw_slements, summarised_ontime _count +summarnsed _labecount
Erl_,sl..rnm:rr_:h'rlerl: a:.-'marrmd_n'ﬁm_tnirl mm&d_l-lle mﬁgﬂﬂ.ﬂﬂd'lg_.{rﬁ.m Iata_courd hu_ruw Ell!ﬂ'rﬂi; anfime. mrt-l-elt_n:ui arvailabls H l:l.l-ﬂlf,pﬂt:rﬂ'rnm af_sumraws, ram_of_rowws, )
Soturacy Trom | selec counld@stinet cass when nunc{daletima_ine, i) = lrunc0sysdale)s 324 thean NODED end) late_cound, Sounl(@atined cads when rancidaletima_ing, 'rri"_lﬂn.nﬂ_’ﬁ'&dﬂa}ﬂ.m then HODED end) ontime _count,

(") niam_od_rosees: Trom ERICSSON_UTRAN RES_EDCHRES where dabetims Delvsen Iruncisysdabe)-1 and tnnc]sysoabe])-1 /2980 Jrawt, [ el maidalatime)sumday, counl(@stinct cass when nncideletime_ing, ‘i) =
c{aygoiate)+ 724 then NODER end) summarized_late_count, countiostingt coame when truncdsbetime_ing, ‘mi7) < frencisysoisbe e 704 thien NODES end) summarntsed_ontime_count, sumientries) nem_od_sumeeses Trom ERICSS0M_UT
TAN RS _EDCHRES DY whers dalstime = frunclsysosbe)-1 Joumt union all SELECT BRICESON_UTRAN REE_MEDSCHRES AS TABLENAME, sumdsy, CASE WHEN percent(sumemarized_ontime_count, (onfims_count-dsbes_cound), 2 = 100
Er 100 ELEE percert]summarised_ortime_counl, (ortime_coun Sals_court), 2) END percent_od_cuball, case when 100-parcenttummanissd _onlims_court, (onlime_scourt-lste_sount), 2) = 0 then 0 slze

D= Canb SLmmar ibad_onime _coiind, (orlirs _coindlele_count, 20 en pesedl _or_caif _mob_gimeed, per Conb{umiarisad_ontime_counl, ontima_counlHas_sounl, Dpanceniaia_of_bobsl_bryvSam,

mer oot ST st _ondiere _couant s sumenariz e _lale_count, antime:_countslabe_count, ) corrent_percentage, onbime_colmdsisde_count cueren _rms_elemen s, summarised_ontme_coundssienmansed_isbe_coLn

_summary_ekemenis, summanised_ontime _cound-gummarized_iate_count SUM_ELEMENTS_ATSAM, labe_cound iate_row_slements, antime_count-iste_count avalable_st_cutoff, percenbirum_of _sumromws, rum_of_rows, 3)
socuracy from ( select counldistingd case when truncidabetims_ins, ‘mif = fruncsysdate)=024 then BODES end) Iste_count, countidistingt case when truncidatetime_ins, ‘'mif) < trunc sy sdate)i= 024 then BODES snd)) onbimes_count,

Ul (%) farh_ed _roves Trom ERICES0M_UTRAN RES_HEDSOHRES wl'u'.-rt catedime batween unc] Syidate)-1 ard runcl ysdate)-1 24060 Jraed, tmﬁm{dﬁﬂm}am courb{dislinc case when runcldatetime_ing, 'mi) =
unClEydoiate )+ 7 24 then NODEB & nd) sumesarised_lale_oount, counbicistind case wien trunc] dabetima_ing, W7 < trunc{sysdaba)s Tr2d. ten NODED end) Susmimarissd _ontims _colnd, Sundentres]) niam _od_Siese oS Trom

EF _UTRAN REz_HEDESCHRES DY where datetime: = irunc(sysdale)-1 jsumd union ol SELECT BRICSEON_LITRAN RNC_IURLEK AT TABLEMAME, sumdyy, CASE WHEN porcenisummartsnd_onbme_cound, (ontime_count-
te_coount), 3= 100 THEN 100 ELSE percent(summarized_ontime_count, (orbme_count-labe_count), 2) END percent_od_cutaff, case when 100-percent] summarnized_ontime_count, (ontime_count-late_count), 2) = 0 then O elze
Ol-percent{summarised_ontime _cound, (ontime_countJale_oount), 20 end peroent_of _oulodi_not_summed, percent summarised_ontime_cound, onfime_count +isie_count, 2jpercentage_od_fotal_brSam,
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coanll sLrnmanised_onlims_court+summarised_labe_sount, onlimes_countslals_court, 2) currenl_parcentage, ontime_sound +late_counl curmerd_raw_slemsnl s, Summarised_ontime_cound + summaresd_labs_count
_SLETWTERY _SHaTeErA S, SLETMAESad _Onbiemed _Cod il S yrmimehr i snc_lele_oDunl SUM_EL BWENTS_ATSAM, babe_cooumnd Bbe_ratey _shamenls:, Conlired_Count-kate_counl aecsibabiie_al_CLtorr, perceanbnum_of _Sisnndnas, Puem_ol_rowE, F)
By Trom [ sslect Count{cisting) cass when brncdabelime _ing, i) = renc] sy sdabe = 20024 then RHC encd) inle_count, counhldisting case when runc{dabetme _ing, W) < trunc{sysdabe =204 then RMG encd) ontime_count, count (%)
_of _rows trom BRICSSON_LITRAN EHC_IURLEE where dabefi me bebween trunof sysdate)-1 and trunci sysdaie)-172480 Jred, [ select man dabetime ) sumday, counb{distinct case when fruncidatetime_ins, 'mi7) = frunc sy sdsbe 1+ Fi2d
RHC erd) summarised_late_courd, Sounlldistindd case when runcidaletims_ins, 'mi7) = trunclsysdale)=Ti24 than RNC end) summansed _onbime_count, sumientries) num_od_susrowns from ERICESS0M _UTRAR FHC_JURLINE_DY
daletime = runcfEyscdaba)-1 oumt unicn all SELECT ERICE20N_UTRAM RMNC_RMNCFUNC' A5 TABLEMAME, Sumday, CASE WWHEN percand] surmerisec_onlime_count, (ordine_counl-kba_coun), 2) = 100 THEN 100 ELZE
eIl ST S A _onbiemed _Codant, (oanlime:_copant-Iate_count), 2 BN peercaanl_of_calodd, cacs wihen 100-percent( Simerarized_ontime_count, (ontems_colsnd -Sabe_coian], 2] < 0then O ese 100-percant [ Summearisec_ontime_counl,
onbime_count-labe_count), 27 end percent_of _cutof_not_sumimed, percent(summarised_ontime_count, antime_counts+late_count, 2percentage_of_tolal_bySam, peroent( summarised_ontime_count+summarised_late_count,
_court+lale_count, 2 ourrent_perceniage, ontime_count+iabe_count current_ranw_elements, summarnsed _ontime_count+summarised_labe_count current_summany_slements, summarised_ontime _count-summarised _jabe_court
_ELEIﬂdTE_AT‘SAH baba ol baba_rar ehrmrls i _ eourd e el acalabbe_al_cuball, ptfterﬁ:ﬁ.m_nf_smms murm_al_rows, X sctursty from | Seks] count{distinet case whn irons{datelime_ing, "rrr']:
sy aciate )+ 324 then RNC end) babe _c ound, count{distinet Case whan iranc]oalelismes_ine:, Wi = bunc]sysdale)+ 3024 then RRMC end) onbime_colid, colnt () ram_of_nies's indm ERICSSOMN_UTRAN RHC_RNCFLIBG wihens dabstims
ehean unc{ysdate)-1 and truncsyedmel-1 2460 Jraed, [ select mae datetime s maodsy, count{destinet cage winen Truncidstetime_ing, W) = trunc{sysoate)s 7024 then RNC end) sumenarised_labe_count, counb{distinet case wihen
datetime_ing, 'mi’) = trunc) sy edele]e 724 then RHC end) summansed_ontime_count, sumieniries ) num_od_sumreesss: from ERICES0M_UTRAN RieC_RHCOFUNC_DY where datefime = trunclsysdate)-1 1zumt union ol SELECT
I UTH'.AHRHEJJI:ELL' AT TABLEMAME, sumdsy, CASE WiHEM parcent]summarissd _orbime _cound, (ontims_court-lsle_court), 2 = 100 THEM 1 00 ELSE mm{mlud_mime count, (ortims_coun dabs _count), 2 END
of _cul o, case wrhen 100k per Cor | Stz e _ordime_counl, (ontime _cound Sabe_count), 20 = O e O sdss 000 per cord | Surmerearised_ontime_counl, (ontime_cound Sabe _count), 21 end pencent_of_culori_nof_sumimed,
SIS _ontienes_Coiant, ontieres_ooundskabe_colnt, 2ipercent o _of_Jolad_byeSeem, panconh] S rmiminicsed _onbiemes: _Col i+ SUamimaeisacd_kabe _codank, onlisrs:_countJbabe_colnd, 27 coeTenk_pencantage, Ot _coowrls bl e_cooint
_Pa_eement S, SUMmarised_ongime _count s Sumimantsed_labe_count cLETent _sumemany_slements, summasisec_ontime_count-suemmanised_iste_cound SUM_ELEMENTS_ATSAM, labe _Count kabe_rens_elements, ontime _coun-
ste_count srvailabl &_at_outedd, percentinum_od_sumrows, ram_af _rows, 2) sccuracy from [ select oounldi=tind cane when truncidal=time _ins, ‘'mif) > trunc oy sdate)s 02049 then RHC end) lsle_count, counb{disting case whean
el etintes_irvE, i) = trunc Sy Sdal e 524 1hen RHC -Elhd] orlime _cound, courd () fum_of_rowes from ERICSSOM_UTRAN RNC_LICELL wherse ﬂalme betwaan runcSyscdate)-1 Hﬂbuﬁm!] 1D it [ Eelac]
el labedime ) sumasy , colnbicksting] cage when truncidabatime_ing, ') = Innclsyacdabe )+ 724 then RNC end) sumenssrized_lele_count, counbidstine] case when truncidabetima_ine, 7 = runc{sysdabe)s Tr2d then RNC erd)
AR _onbime_couind, siamleniries) num_od_susdoves Trom ERICSSON_UTRAN RNC_LUCELL DY wwheng dabetime = trnc(sysdate]-1 Jeumt union sl SELECT "NORTEL _CSCO0RE BASE OM AS TABLENAME, sumcay, CASE WHEN
summanised_pntime_court, (ontime_count-late_count), 2= 100 THEM 100 ELEE percent{summarized_cnbme_cound, (ontime:_count-lale_count), 2) END percent_of_cutoff, case when 1 00-percent] summansed _ontime _court,
ortime _courd Saba_count), 2 < 0 then 0 &se 100 percent] summarised_ontime_count, (onime _cound Sabs_court), 21 end parcent_al oo _rol_sumimsd, percent] summarised_antime_count, ontime_count+lsle_count,
ralmgye o _Pobal_brySaim, per Sl S Ut 1S e _ondine_coull - Sueminiacised st _cound, onfime _cound + ke _conl, 2 el _ sl ags | onlimes_colntdkabs _colind currenl_ravw _elermerts | Siamimaised _onletes _count+SiameTarised _
il _ Sk CAEeini_SLETITAY _eheTelind 5, SLETIaFissd_onbime_colind -summerarised_lale_count SUM_ELEWENTS_ATSAM, Iate_couind Iate_raw_slamants:, onlime:_coint-1ete_coount avadabbe_al_cufodl, percanb{mum_of_suminois s,
_of_rows, ) eecurncy from | select countidistineg coge when tnuncdatetime_in, mi) > tnuncisysdate]e 3004 then MSC end) labe_cound, count{distngt cose wien tranc{dofetime_ing, me) = unc(sysdel el 3024 then MSC end)
_count, count (*) num_od_rows from HORTEL _CSCOORE BASE O where dabstime bebween trunol sysdaie)-1 and buncl sysdate)-1 2460 reed, | select maoo dsbstime | sumdeay , counbldistine case when truncidsbstime_inz, =i =
unc]Sysaate 1+ 71024 then MSC erd) summarisad_ste_counl, counlidistinct cases when uncldabetime_ins, mi) < irunc(zysdale)=Tr2d than MEC &nd) summarnsed_onlime_count, Suminrse) mam_of _sumnoes: inom
ORTEL _CST0RE BASE _OM_DY wihere datelime = uncl2ybdale)-1 Jsumd wrion &l SELECT NORTEL _CECORE CTSF A% TABLEMAME, sumndsy, CASE WHEN panceni{sLrmimansd _onties_colnd, (ol _oount.lele_oount), 205 = 100 THEM
00 ELSE percent(semmarissd_onbms_cound, (ontime_count-lafe_opunt), 27 BND percent_of_cuboll, orse when 1 00-peercent] summarisec_ontime:_count, (ontime_count-tate_count), 20 < O then O elss
Ofl-percentsummarized_onbme_cound, (ontime_cound-labe_count), 20 end percent_of _cutodd_not_sumered, percent{summarized_ontime_count, crgime_cound+iale_count, Zpercentage_of_fotal_brySam, percent(summarized_ontime_c
+Eummanssd_ate_count, ontime_cound Hate_count, 2) curren_percendage, ontime_count+iabe_count current_rawe_shements, summerised_ontime_count+summearised_jate_oount curmsnd _summany_slemesnis,
Arad_ortime _courd -surmefarised_lale_oount SUM_FLEWERTE _ATSAM, lata_cound Iate_raws_slemanis, ol _oounl-late_counl svalable_sl_cutolf, percert(fum_of_sumnine's, mes_ol_fows, 2) edturaty Trom | selec
RSN Carbl vwlen brunc{datetime_ine, 'miT) = Inuncisysdabele 2024 than MEC &nid) bate_couind, Counl[sinct cacss swhen trnc{deletimes_ine:, mi' = inunc] Sy sdelee 3024 then WS end) ontims_cound, CoLnt () Mum_of_noew's i
RTEL_CSCORE CPSF wintre dibetimes berbevesn trunc{pysdste)-1 and trnc{sysoabe)-1.04060 ravet, | select mddatetime jpumday, count(dstincd coss when truncidabetims_ing, 'mi) = frunc{syedube)s 7029 then MSC end)
arised_lafe_count, count{distincg case when runo{datetime_ins, 'mif) = irunc sy sdate)= 724 then MEC and) summarised _ontime _count, sumilentres) rom_of_sumnoes from RMORTEL _CSCORE CTSP_DY where datetime =
rue] Sysdate )1 jsumt union &l SELECT WORTEL _CSCORE CCET AS TABLENAME, sumdsy, CASE YWHEN percent|summarised_ontime_counl, (ontime _cound Saba_court]), 2 = 100 THEN 100 ELSE parcentisunmmarnzed_omlimes_court,
ol _colind abe_codant), 20 END percent _od_cubofl, case wien 1 00-pencent]srmmanissd _ontime_count, (ontises_count.bade_count), 25 < 0 then 0 stse 1 00-penceniiummanisasd_ontime_cound, (onlise_count.lsfe_oount), 25 end
eereil_of ool _nedk_siamemed, percand Sumemarisac_omtime_counl, ondime_count+lale_count, Zpercentege_ol_toknl_EreSam, percsnd [ suamerdrtsac] _onlime_counts surmmarieed_lale_count, ondime_countslale_opunt, 2)
_perceninge, ontime_count+ate_count current_raw_slements, summarised_onlime_countssummarized_|sle_count currend_summany_slemenis, summanised _onbme _count-sumearised_ote_count SUM_ELEMENTS_ATSAM,
ate_count lale_rewy_slements, ontime_countJale_court svaidable_at_cutofi, perosmtinum_ed_sumrosns, rum_of_rows, 2 sccuracy from [ select count{distindd case when truncidatetime_ins, 'mi7) = truncsy sdabe=32 then MEC end)
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pili_capant, SO cketingt o wihen tnuncldsbetima_ing, ) « Trunclsysdabe)s 3024 than MSC anodl ontime_cound, count [*) num_od_rows rom MORTEL _CSCORE COST whena datetima bebwesn triunc{sysdabe)-1 and

brunec sysdabe)- 10460 e, ( selec! madatebime izumday, counb{dstingt case when trunc(datebime_ing, 'mif) = trunc{sysdabe)s 724 then MSC end) summarnsed_lsbe_count, countldistnct case when trunc{daletime_ing, ‘mif) <

runicl sysdate 1+ 7124 then MSC end) summarised_onBime_cound, sumieniries) num_od_sumrowes Trom BORTEL_CSCORE OCET_DY whens dabelime = truncsysdabe)-1 Jsumt union all SELECT TORTEL_CSCORE LOCATIOMARESOOOE A5
ABLFWAME, sunday, CASE WHEN percenl{fummantsd _ontime_court, (oflimes_oount:lste_count), 2 = 100 THEM 100 ELEE perceért{Summarisad_ontime _cound, (ontims_courtdale_count), 23 END percert_of_ciut aff, case whan

Ol cenb Summarisad_ontime _count, (ontims_countdele_count), 2) = Diben 0 sze 100-percent{ummarisad_onme_count, (ontisme_colnt-ele_oount), 27 end percsnd_of_culold_nol_simeed, percenbsurmmanised_ontima_coun

crfirni_coaintladi_count, Xpencentage_ol_tofal_brySam, percotnd | susmenari s _ontime:_countssurmmateed_Iade_count, ondime_countslale_ooint, 2) curnent_percentac, ontime_colntsiabe_cound cLement_resy _skements,

: ariged_onbme_count+summansed labe_cound current_summary _elements, summerised_ontime count-summansed_labe cound SUM_ELEMENTS _ATSAM, late_court labe_revw _elements, onbme_cound-dabe_court avallabie af_cuboft,

raam_of _sumrcws, num_ed _rowns, 2) accurscy from [ select counb{distinct case when truncidabetime_ins, 'mi7) = trunclsysdabei+ 3024 then MEC end) lste_count, countidisting case when truncidabstime_ins, 'mi’) <

Irunt]Sysdate 1+ 324 then MSC end) ardime_counl, counl (%) num_ol_rowes rom BORTEL _CSCORE LCCATIMMAREACODE whers datelims between trunc{sysdale)] and trunclsysdala) 2460 rared, [ oeiect maodal elimsmumctay,

iEtincd cors wwihen bruncdabetime_ire, mi7) > trunc(sysdabeleTi24 than MEC and) sumimbrized_labe_colnd, counfdestinct Case i roncioistetime_ing, ') < unclgyadete)+ 7024 then M3 end) summarised_ontime_coun,

anbries) nlm_of_sumeowes from NORTEL _CSCORE LOCATIONAREACODE DY wihere clafitieme: = trunc]sysdite)-1 Jsuml union &l SELECT MNORTEL _CSCORE MSOCP_CP A% TABLENAME, sumd vy, CASE WHEN

- sumnmarnsed_ontime_court, (ontime_counl-late_cound), 2) = 100 THEM 100 ELSE percentsummarized_onbime_cound, (ontime_count-late_count), 3) BND percert_of _cutoff, case when | 00-percent summarnised_ontime _count,

orbime_cound Sabe_count], 2) « Othen 0 slss 1000percent] summarised_onfime_cound, (orbime_counddals_count), 2) end percent_af _oulofi_rot_summsd, percent] summarised_antime_oount, antime_count+lele_count,
petricarilage_of_lobal_breSam, percent]Sumsarised_ondime_counl s summaribed_late_counl, ondime _cound«lale_counl, 2) currend_sercaniags, oflimes_count«abe_count current_ranw_skents,

Ao _coLind + sUmimarised_labe_colind clrrent_sumimany_slements, simmimdrisec_onlime_cooint-summansesd_labe_colind SUM_ELEMENTS _ATSAM, lale_count labe_rarw _sleenents, ontims _coun -Sabe_coint avalabie sl _cifofi,

et nn_od_sumeondes, nam_od _rovees, ) ecouracy froem ( gelect counbloistinet case wihen truncidabetime_ing, 'mf) = truncsyscabe)« 304 then MSC enc) lete_count, count{distine case when tnncldabetime_ing, 'mi7) «

runic] sysoate + 324 then MSC end) ontime_count, count (*) num_cd_roses from BORTEL_CSCORE MECCP_CP where dabefime bebween trunc] sysdate)-1 and trunc| sysdate)- 172480 rawd, [ select max dabetime ) sumdary, oountdistinc
Ase whren iruncidatetime_ing, ') = inunc{sysdata)+ 7124 then MEC end) summarised_lste_oount, counlidizting cass when bruncidatetime _ins, ‘mi7) < fruncisy sdabs)=Ti24 then MEC end) summarnzed _onlime_c curd, Sumisntries)

of _gamniws Bt NORTEL _CERCORE MSCCP_CP_DY where datedime = brunc(ysaatels1 Jsumd union &l SELECT NORTEL _CSCORE MECCF AS TADLEWNAME, sumisy, CASE WHEN percenblSumimarisad_ontime _count, [ontime_count.

bt _copuant), 20 = 100 THEM 100 ELSE percond( Sumemarisad_ondime:_count, (oniime_colnd-kbe_count), 21 END percent_od_cuboff, cage swiven 100-gencentlsummariosd_ontims_cound, (onlime_courd-ste_count), 20 < 0 then 0 see

O0-percentsummartsed_onbime_count, (ontime_count-late_count], ) end percent_of_culod]_not_sumensd, percent{summarised_ontime_cound, ongime_count+laie_count, Dpsrcentage_od_tobal_bySam,

= surmimanized_ontime _count+summarised_|ale_count, anfime_count+ate_court, X) current_percentsge, onfime_cound+iste_count current_ravw_slements, summarised _ontime _count+summansed _lsbs_count

arl_girfufiary _slamenis, summarissd_orbime_coun- mmmad_ue mﬁsi_!.lj_ﬂuﬂﬂ“s_,ﬂﬁm lahe_cound e rav_slemanls, anlime_counl-late muu avalable_sl_cuboff, pareerbirum_of_sumnows, ras_al_rews, )

ocuracy Trom | select counl{dstingd cass when buncidatetima_ine, 'mil) = frencdsysdabels 324 then MSC and) late_count, counl{distincg cate whan runcldelelims_ire, i = tnunc]sysdale)e 3024 then MSC end) onlime_count, colnd (')

of _rosws fnom MORTEL _CSCORE MICCP whare datetime betwaan tnanc(sysdaa)-1 and tnunc]sysodme)- 12460 res, [ seloct s cabetime)sumiay, count{destinet s when Truncydabetime_ing, ') = trunc(s ysoate)+ 724 then

end) summarised_|ste_count, coun{distinct case when trunc(datetime_ing, 'mi7) « truncsysdebepe 704 then MSC end) summanised_ontime_count, sumlentries) rom_of_sumeows trom MORTEL _CSCORE MSCCP_DY where dabetime =

runc] sysdate -1 1sumt union all SELECT MORTEL _C2C0RE TRKGRP A5 TABLENAME, sumdsy, CAZE WHEN percentsummarised_onlime_cound, (ontime_countJalbe_count), 20 = 100 THEN 100 ELSE percent] summarised_ontime_count,
ortime_coundBabe_court), 2 END percert_od_cubalf, cage when | 00-percentfusmarted _onlirs_count, [onlims_courtlse_sount), 2) < 01hken 0 else 100-percen{zusmansd_ontime_court, (onlise_oourt-lste_count), 20 snd

el _ Ol _Cuodd_reod_giamemed, percand]sumenerised_onfime_cound, onfime_coundslae_count, 2pencentage_of_potel_ErySam, per il Sumemerized _ontime_countssurmmanised_lale_count, ontime_countslale_cpunt, 2)

T _ et ol i, Cendiemel:_opank #iabe_counk curment_ravey'_edemants, summieisecd_onlimes_coinbesummartsec ol _oount Currend _SLImmary _hement 5, SUmmiarised_onbims _cound -Sumemarisocd_lale_count S _ELEWENTS_ATSAM,

ale_count lale_raw_slements, ontime_count-late_court syalable_at_culol, percentinum_od_sumrowes, num_of_rows, ) sccuracy from | select countidistingt case when tunc(datetime_ins, 'mif) = trunc] sy sdabe s 204 then MSC end)

sl _sount, sounb{disting case when truncidabstime _ins, ‘'mi) « fruncsysdaba)s 124 then MSC and) onime_cound, cound (%) mwm_of_rows from BORTEL _CSCORE TRMGRP where deteti me betswessn frunc]sysdabea)-1 snd

une(Eyadate ) IED e, | selae] M dalatime jsumnday, counldaling case when uncldalstima_ing, i) » ruscysdalelsTin than MSC and) summanssd_laba_cound, count{distinct case whan irurd{datelisns_in, i) <

syaciata)+ 724 then MSC ancl) summarised_ontima_cound, siesdaniries) num_ol_sienrows Trom BORTEL _CSCORE TRHGRP_DY where daletime = frunc{sysdate’-1 Jeumt union al SELECT "HORTEL_CSCORE VLRE' A5 TABLEMAME,

sLTclly, CASE WWHEN percent(summarised_ontime_cound, (ontims _cound abe_count], ) = 100 THEN 100 ELSE percent] summanisecd_ontime_count, (ontime_count-iate_cound), 2) END percend_of _culodf, cisd whin

Dﬂ-pl:ﬂ::rl'{m ontime _cound, (ontime_count-late_count), 23 < 0then 0 else 100-percent] summarised_onbime_cound, (ontime_count-late_oount), 2 end peroent_of_culod_not_sumened, percent{ summarised_ongime _coun,

time_counl+late_count, Dparcentage_of_botal_brySam, percent] summarizsed _ontime _countssummarised |ale_count, onfime _count +ale_count, 2) current_percantage, ontime_count+iabe _count current_ranw_elements,

A e crﬁm_mﬂ+#anﬂumd_m_mﬂ clrrent_sumesary_sements, simfarised_onlime_ mﬁm_ﬂu_mﬂ SI.H_El.EhIZ-NTE_.ITE».iH Il _soirt bl _raow_sleetenis, ontime_cound Sabe_court avalabde st _cidari,

el i _ O ST o', Maam_0d _PoswE, ) eCouracy fogen | Sdact Counb{disting]. case when fruncidsbatime_ing, 'mi7) = trunclsysdabe)s 3024 then MSC enc) lefe_opunt, Countid istinc case when tnunc] dgabetime_ing, 'mif) «

claysoiate)+ 324 then MEC end) ontime_count, count (") num_od_roves from NORTEL _CSCORE WLAS where cabetime bebween truncizysdate)-1 and bruncisyadate)- 100460 Jrrwd, [ select micacabetime)sumday, counb{cistingt cage
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ey Iruanacachat elinm_jnes, “mi') = bruncigysadal el 724 then MEC end) summarized_lale_count, count{deline case i irenc{datelime_ins, w7 < unc(syaodate)+ 7024 then MSC end) summarised_ontime_counl, sumientries)
af _gumingriws nom MORTEL _CHCORE VLRE_DY where catetins = frunc{sysdabe)-1 ksl wunion sl SELECT HORTEL_FRCORE (500NN A5 TABLENANE, sumday, CASE WHEN perCant] sumimresec _ontims_coint, (ontime:_count-
mte_count), 3= 100 THEN 100 BLSE percenti summarised _ontime_count, (ontime_counl-late_count), 2) ENDF percent_of_culodd, case when 100-percent{ sumearized_ontime_count, (ontime_count-labe_count), 1) < Othen O else
O-percent{summarised_ontime_cound, (onbime_couni-labe_count), 2) end percent_of _culofi_rof_summed, percent] summerised _ontime_count, onfime_count+ale_court, Xipercentage _of _folal_bySam,
i ELanrrarsed _onlime_count+Summanised_lale_count, onlime_count+iabe_cound, 2) current_percentage, ontime_countsale_count currend_ra_slements, Ssummarnised_onlime_countssummarised_lals_count
el _SLamiTeary' _ebarmind &, Sumimarsad_ontime _cound -sumemarisecd_labe_count SUM_FLEMENTS _ATSAM, Ile_count lale_rae_absments, onlime_count-als_count aalsbie st _cidofl, percenl{num_ol_siuemro s, nam_ol_roees, 2)

ey froems | Sedech counb{isting case when tnuncldabetime_ing, 'mi7) = trunclEysdabe 1+ 304 then 05N encd) Inte_count, countdsting cas when tnunc]dabelime_ing, ') < tnncdeysoabe)+ 3024 then S05N end) ongime_cound, coun
") nuam_od_ronevs from NORTEL_PSC0RE GrSCGmM whene dabetime betwiesen trunc{zysdabe)-1 and truncisysdate)- 10480 Jrawt, | select meao dabetime ) sumday, count{distingt case: when fnuncidatetime_ins, 'mf) = trunc{sysdate)+7 04
then SEEM end) summarnsed_labe_cound, countidistinct case when truncldatetime_ins, 'm) < truncsysdate)s 724 then SEEN end) summarnsed _ontime_count, sumisntrees) rum_of_sumrows from MORTEL _PSCORE GESCGMM_DY where
cafetime = frunciEysdale)1 Jeuml union &l SELECT HORTEL _PSCORE G2CEM_ACT AS TABLENAME, sumdsy, CASE WHEN percent(summearised_ontime _coun, (ontama_countBale_count), 2) = 100 THEM 100 ELSE

Eor o S el reiec]_ondieres_Cod g, (00l _count-iate_count), 20 EMD pancent_of_citol, chse wehn 1 00-pencind] sumimsriged_ontie_count, (ondime_cpnt-late_cound), 25 =< 0 then 0 etes 1 00-percentl summansd _ontimes_coun,
orkamie _colnd-labe_cound), 20 end percent_of_cuboft_rof_sumimed, percent] summinsed _ontime_count, ontme_counddabe_count, Zpercenings_of_jotel_bySam, percent]summartied_onbime_cound +sLummansed_iabe_cound,
ontime_count+lale_count, 2) current_pencentage, ontime_count+late_count current_raw_elemends, summarized_onbme _cound+summansed _late_cound current_summary_elements, summarnzsed _ontime_count-summarised_late_count
_ELEMENTE _ATSAM, late_cound late_raw_sements, onlime_court-lale n:.ri.waiahh_d._-:u.lﬂl percertinum _od _sumrows, rum_of_rows, 2) scouracy from | select nm.ri.l:ti!.‘lru:! case when bruncidaletime_ins, 'mi) =
uni{Eyadate)+ 324 then 265N ered) lale_count, counbldstine] caze when trunc{datetime_ing, ') = nunc(sysdate )+ 324 then SG5N ered) ontime_count, Gount () nin_ol_rovwes from BORTEL_PECORE GECEM_ACT whers datelins
bad e bnuncsysdele)-1 and inuncysysdele)-1 2460 o, ( select macofcelelimefeumdsy, counf(distinct coge when innc{detetins_ine, mil = fnunc] sysdele 724 then 503N and) summanigedd_sbe count, colmb{destinct cage win
brncidatetime _ing, ‘'mif) < truncysysdabe)= T4 then SCSN end) summansed_ontme_count, sumientries) num_ol_sumiows rom NORTEL_PSCORE GSCSM_ACT_DY whine dabebime = trunc{sysdabe)-1 Jsumt union ol SELECT
ATEL _PECORE GECSM A5 TABLENAME, sumdsay, CAZE WWHEN percent] summarised_ontime_count, (ontime_cound-labe_count), 2) = 100 THEN 100 ELEE percentsummarnised_ontime_count, (ontime_count-lele_count), 2) EMD
of _culofl, case when 100.percant sunmarnised_onlime_count, (ondime_count-late_cound), 2) < 0 then 0 else 1 00.percantSummansed_onlime _count, (ontime_court-late_count), 2) end percent_of _cufioff_nol_summed,
gl SmarEs e _ontimea_count, ontime_count e _cound, 2percadndags_of_obsl_bySam, percenbl Susmimesnised_ontime _Cound +Siemimarisd_bate_cound, onime_cound+ate_count, 2 curnedl _percand s, ontime_colni+iabs_count
o _rovey _edanents, Surmemar i ondime_Counl s suemmarioed_Inde_counl cLmend_sLmmany _slemend s, siemmanised_ontime_colng-gumerarized_lebe_opunt SUM_ELEWENTS_ATSAM, Infte_count inte_ra'_shements, onlime_count-
nfe_count avedabie_at_culot, percent(num _od_sumrowes, num _of_rows, 2) accuracy from [ select counticistingt case when fruncoabetime_ing, ') = trunc{rysclabe)+ 3524 then S05N end) iste_count, countcistingt cage when
runc(datetime_ins, ‘mil) < trunc sy sdabe=224 then SEEN end) ontime_count, count (%) rom_of _rows from MORTEL _PSCORE . GSC5M where datetime between truncl sysdate)-1 and trunci sysdate)-1 2480 jrawd, [ select
eyt ey, count{destine] cage wivn fruncidatelime_ing, Wi = unc{Sysdate)+ 724 then SGEN erdd) fummarised_ale_count, court{dsting caze when truncldabetime_ing, W7 = inandasysdata)+ 724 hen 2EEN end)
s _oniime_cound, s entries) num_ol_sumrowes from NORTEL _PECORE GEOEM_DY whers datedime: = frunc{sysdale)-1 sl unmon sl SELECT MORTEL_PSCORE GEDSTATE AS TABLENAME, sumday, CASE VWHEN
e S rmamrieg]_gntiemes_Codng, (ipntime:_count-inte_count), 20 = 100 THEN 100 ELSE percend( sumenariged_ondime:_count, (ontime_cound-labe_cound), 27 EMD percend_of _cifodf, cocs swhan 100-parcent{summarteed_onfime:_count,
ontame_cound-labe_count), X) < 0 then 0 et 100-percent] summearised_ontime_count, (ontime_count-labe_cound), 2) erd percent_o 1_cutaff_not_summed, percentsummarized _onbime _cound, orbime_coungviate_cound,

- yge_ol_bokal_brySam, percent] summarised_ontime_count+summarised_lale_count, antime_countale_count, 2) current_percentage, ontime_count +iale_count curmen_raw_slemants,

arisad_ontime_cound +summarnded_labe _coun current _summary _slements, summarnnsed_onlime_count-Summarisad_ale_counl UM _ELEMENTE _ATIAM, late_courd late_rav_slements, onime_count-lste_counl svalabla_sl_cufodd,
el T _O_Suimrore's, Man_of_Forees, 2) Bcoiurscy inpm | pebac colmi(distinct cage wihn iruncidaelimes_ing, 'mi = bnunc]sysale)+ 324 then SGSN end) Biba_count, count{cdistinct cage when trunciosetims_ing, mi) <
claysciate)+ 224 then SOSN erc) ontime:_count, count () num_cd_roees from MORTEL_PSCORE GEDSTATS where dabetime between trunc{sysoate)-1 and trunc{sysoate)-172460 e, ( select maca dabetime ) sumdy, counbldeting
e wheen truncidatetime_ins, ‘mi’) = runc( sysdaie)+7 24 then SGSN end) summarised ate_count, count{distingd case when truncdabetime_ins, 'mi7) < trunc{sysdabe 1+ 7124 then 265N end) summarised_onbime_cound, sumientries)
Jaf_surmnaws from NORTEL _PSCORE GSOSTATS DY where dabetime = brunc(sysdate) jsumt
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Optimizer Plans q.

SELECT DISTINCT El1_2.0BJECT_ID
FROM PMCM.ELEMENT DETAIL E1_1, PMCM.ELEMENT DETAIL El1_ 2, PMCM.MARK NETW_HIERARCHY HI,
PMCM.ELEMENT_DETAIL E2_1, PMCM.ELEMENT_ DETAIL E2_ 2, PMCM.MARK NETW_HIERARCHY H2
WHERE E1_1.0BJECT_ID = H1.PARENT_ID
AND E1_2.0BJECT_ID = H1.OBJECT_ID
AND E2_1.0BJECT_ID = H2.PARENT_ ID
AND E2_2.0BJECT_ID = H2.0OBJECT_ID

AND E1_1.CURRENT_IND 'Y' AND E2_ 1.CURRENT_IND = 'Y'

AND E2_1.CURRENT_IND = 'Y' AND E2 2.CURRENT_IND = 'Y'

AND H1.CURRENT_IND = 'Y' AND H2.CURRENT_IND = 'Y'

AND H1.HIERARCHY TYPE = 'NETWORK' AND H2.HIERARCHY TYPE = 'NETWORK'

AND H1.PARENT TYPE IN ('BSC', 'RNC') AND H2.PARENT TYPE IN ('BSC', 'RNC')
AND E2_2.ELEMENT_TYPE = 'CELL' AND El1_ 2.ELEMENT TYPE = 'CELL'

AND H1.PARENT TYPE IN ('BSC', 'RNC')

AND E1 1.ELEMENT NAME = E2 1.ELEMENT NAME

AND E1_1.ELEMENT ID = E2 1.ELEMENT ID

AND E1 2.ELEMENT NAME = E2 2.ELEMENT NAME

AND E1 2.ELEMENT ID = E2 2.ELEMENT ID

AND E1 2.USEID LIKE '*3%' AND E2 2.USEID NOT LIKE '*3';

| Id | Operation | Name | Rows | Bytes |TempSpc| Cost (%CPU)| Time | Pstart| Pstop |
| 0 | SELECT STATEMENT | | 1 78 | | 74M (40) | 50:54:42 | |

| 1 | TEMP TABLE TRANSFORMATION | | | | | | | |

| 2 LOAD AS SELECT | | | | I | I I I
| 3 | PARTITION RANGE ALL | | 22M| 1111M| | 38153 (11)| 00:01:34 | 1] 29
|* 4 | TABLE ACCESS FULL | ELEMENT DETAIL | 22M|  1111M| | 38153 (11)| 00:01:34 | | |
| 5 | LOAD AS SELECT | | | | | | | | |
| 6 | PARTITION HASH ALL | | 337K| 9231K| | 3514 (15)| 00:00:09 | 1| 16 |
= 7 | TABLE ACCESS FULL | MARK NETW HIERARCHY | 337K| 9231K| | 3514 (15)| 00:00:09 | | |
| 8 | SORT AGGREGATE | | 1 78 | | | | | |
|* 9 | HASH JOIN | | 927G| 65T | 534M| 74M (40) | 50:53:00 | | |
| 10 | VIEW | | 22M| 277M| | 16808 (12) | 00:00:42 | |

| 11 | TABLE ACCESS FULL | SYS TEMP OFDA7485F 6A66C42E | 22M| 1111M| | 16808 (12)| 00 | |

|* 12 | HASH JOIN | | 21G| 1272G| 534M| 1616K (43)| 01:06:04 | |

| 13 | VIEW | | 22M| 277M| | 16808 (12) | 00:00:42 | |

| 14 | TABLE ACCESS FULL | SYS TEMP_ OFDA7485F 6A66C42E | 22M| 1111M| | 16808 (12)| O | |

|* 15 | HASH JOIN | | 476M| 23G| 524M| 97327 (22)| 00:03:59 | | |
|* 16 | HASH JOIN | | 10M| 401M| 8704K| 34520 (10)| 00:01:25 | | |
|* 17 | HASH JOIN | | 234K| 5948K| 8256K]| 783 (10) | 00:00:02 | | |
| 18 | VIEW | | 337K| 4286K | | 142 (14)| 00:00:01 | |

| 19 | TABLE ACCESS FULL | SYS TEMP OFDA74860 6A66CA42E | 337K| 3956K| | 142 (14)| 00:00:01 | |

| 20 | VIEW | | 337K| 4286K | | 142 (14)| 00:00:01 | |

| 21 | TABLE ACCESS FULL | SYS TEMP OFDA74860 6A66C42E | 337K| 3956K| | 142 (14)| 00:00:01 | |

| 22 | VIEW | | 22M| 277M| | 16808 (12) | 00:00:42 | |

| 23 | TABLE ACCESS FULL | SYS TEMP OFDA7485F 6A66C42E | 22M| 1111M| | 16808 (12) | 00:00:42 | |

| 24 | VIEW | | 22M| 277M| | 16808 (12) | 00:00:42 | |

| 25 | TABLE ACCESS FULL | SYS TEMP_ OFDA7485F 6A66C42E | 22M| 1111M| | 16808 (12)| O | |
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Optimizer Plans ..

| Id | Operation | Name | Rows | Bytes |TempSpc| Cost (%CPU) | Time | Pstart| Pstop |
| 0 | SELECT STATEMENT | | 1| 78 | | 14T (100) [999:59:59 | | |
| 1 | TEMP TABLE TRANSFORMATION | | | | | | | | [
| 2 | LOAD AS SELECT | | | | | | | | |
| 3 | PARTITION RANGE ALL | | 22M|  1111M| | 38153 (11)| 00:01:34 | 1| 29 |
|* 4 | TABLE ACCESS FULL | ELEMENT DETAIL | 22M|  1111M| | 38153 (11)| 00:01:34 | | |
| 5 | LOAD AS SELECT | | | | | | | | |
| 6 | PARTITION HASH ALL | | 337K| 9231K| | 3514 (15)| 00:00:09 | 1| 16

| * 7 TABLE ACCESS FULL | MARK_NETW_HIERARCHY | 337K| 9231K]| | 3514 (15)| 00:00:09 | | |
| 8 | SORT AGGREGATE | | 1 ] 78 | | | | |

| 9 | MERGE JOIN | | 471P| 15E | | 14T (100) [999:59:59 | | |
| 10 | MERGE JOIN | | 10P| 616P| | 694G (81) 1999:59:59 | | |
|11 | MERGE JOIN | | 231T| 10P | | 377G (64)1999:59:59 | | |
|12 | SORT JOIN | | 334T| 11P| 28P| 377G (64)1999:59:59 | | |
| 13 | MERGE JOIN CARTESIAN| | 334T| 11P| | 140G (14)1999:59:59 | | |
|* 14 | HASH JOIN | | 989M | 23G| 534M| 96010 (38)| 00:03:56 | | |
| 15 | VIEW | | 22M| 277M | | 16808 (12)| 00:00:42 | | |
| 16 | TABLE ACCESS FULL| SYS TEMP OFDA7485B 6A66C42E | 22M|  1111M| | 16808 (12)| 00:00:42 | | |
| 17 | VIEW | | 22M| 277M | | 16808 (12)| 00:00:42 | | |
| 18 | TABLE ACCESS FULL| SYS TEMP OFDA7485B 6A66C42E | 22M|  1111M| | 16808 (12)| 00:00:42 | | |
| 19 | BUFFER SORT | | 337K| 4286K| | 140G (14)1999:59:59 | | |
| 20 | VIEW | | 337K| 4286K]| | 142 (14)| 00:00:01 | | |
| 21 | TABLE ACCESS FULL| SYS TEMP OFDA7485C 6A66C42E | 337K| 3956K| | 142 (14)| 00:00:01 | | |
| * 22 | SORT JOIN | | 337K| 4286K| 12M| 844 (14)| 00:00:03 | | |
| 23 | VIEW | | 337K| 4286K]| | 142 (14)| 00:00:01 | | |
| 24 | TABLE ACCESS FULL | SYS TEMP OFDA7485C 6A66C42E | 337K| 3956K| | 142 (14)| 00:00:01 | | |
|* 25 | SORT JOIN | | 22M| 277TM | 855M| 65084 (16)| 00:02:40 | | |
| 26 | VIEW | | 22M| 277M | | 16808 (12)| 00:00:42 | | |
| 27 | TABLE ACCESS FULL | SYS TEMP OFDA7485B 6A66C42E | 22M|  1111M| | 16808 (12)| O | | |
|* 28 | SORT JOIN | | 22M| 277TM | 855M| 65084 (16)| 00:02:40 | | |
| 29 | VIEW | | 22M| 277TM | | 16808 (12)| 00:00:42 | | |
| 30 | TABLE ACCESS FULL | SYS_TEMP_OFDA7485B_6A66C42E | 22M| 1111M| | 16808 (12) ] O | | |
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Optimizer Plans .

WITH ed AS (SELECT object id, element id, element name, element type, useid
FROM pmcm.element detail
WHERE element type = 'CELL'
AND current ind = 'Y'),
mnh AS (SELECT parent id, object id
FROM pmcm.mark netw hierarchy
WHERE current ind = 'Y'
AND hierarchy type = 'NETWORK'
AND parent type IN ('BSC', 'RNC'))
SELECT COUNT (*)
FROM ed el 1, ed el 2, ed e2 1, ed e2 2, mnh hl, mnh h2
WHERE el l.object id = hl.parent id AND el 2.object id = hl.object id
AND e2_1l.object_id = h2.parent_id AND e2_2.object_id = h2.object id
AND el l.element name = e2 l.element name
AND el l.element id = e2_l.element id
AND el 2.element name = e2 2.element name
AND el 2.element id = e2_2.element id
AND el 2.useid LIKE '*%'
AND e2_2.useid NOT LIKE '*%';

| Id | Operation | Name | Rows | Bytes |TempSpc| Cost (%CPU)| Time

| 0 | SELECT STATEMENT | | 1| 214 | | 100K (6)| 00:04:08
| 1 | HASH UNIQUE | | 1| 214 | | 100K (6)| 00:04:08
[ * 2 | HASH JOIN | | 1| 214 | 12M| 100K (6)| 00:04:08
| 3 | PARTITION HASH ALL | | 337K| 9231K| | 3514 (15) ] 00:00:09
|* 4 | TABLE ACCESS FULL | MARK NETW HIERARCHY | 337K| 9231K| | 3514 (15)| 00:00:00
[* 5 | HASH JOIN | | 207K | 36M| 22M| 95860 (6) | 00:03:56
| 6 | PARTITION RANGE ALL | | 586K | 15M| | 16233 (2) | 00:00:40
| 7| TABLE ACCESS BY LOCAL INDEX ROWID | ELEMENT DETAIL | 586K| 15M| | 16233 | ?22:22:2°?
|* 8 | INDEX SKIP SCAN | ED ET TECH CI | 586K | | | 12791 (1) | 00:00:3?
[ 9 | HASH JOIN | | 207K| 31M| 22M| 77982 (7)1 00:03:12 |
| 10 | PARTITION RANGE ALL | | 586K | 15M| | 16233 (2) | 00:00:40
| 11 | TABLE ACCESS BY LOCAL INDEX ROWID | ELEMENT DETAIL | 586K | 15M| | 16233 | 22:22:2°2
|* 12 | INDEX SKIP SCAN | ED ET TECH CI | 586K | | | 12791 (1) | 00:00:2°?
[* 13 | HASH JOIN | | 179K| 22M| 12M| 60372 (8)1 00:02:29
| 14 | PARTITION HASH ALL | | 337K| 9231K| | 3514 (15)| 00:00:09
|* 15 | TABLE ACCESS FULL | MARK _NETW_HIERARCHY | 337K| 9231K| | 3514 (15) ] 00:00:27
|* 16 | HASH JOIN | | 184K 17M| 10M| 55886 (8)| 00:02:18
| 17 | PARTITION RANGE ALL | | 184K| 9008K | | 37137 (8) 00:01:32 |
|* 18 | TABLE ACCESS FULL | ELEMENT DETAIL | 184K| 9008K| | 37137 (8) | 00:01:32
| 19 | PARTITION RANGE ALL | | 576K| 28M| | 17383 (8)] 00:00:43
|* 20 | TABLE ACCESS BY LOCAL INDEX ROWID| ELEMENT DETAIL | 576K| 28M| | 17383 (8) | 2?2:22:272
|* 21 | INDEX SKIP SCAN | ED ET TECH CI | 583K| | | 13939 (9) ] 00:00:35
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Optimizer Plans .
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Poorly Written Applications

= There's nothing wrong with the SQL ... but there is definitely something wrong

SQL ordered by Executions

® Totel Executions: 29,717 827
® Caplured 0L accourt for 77 4% of Total

[Executions | Rows Procossed | Rows por Exec | GPU por Exee (s | Eiep per Exe (s
| 10128178 2,506,523 | 0.25 | 0,00 | 0.00 [332sizg1kicd?  [ASN_O7E_DIF(004110016) |SELECT ME_TIMEZONE FROM CHPME...
| 7578758 | 7,579,197 | 1.00 | 0,00 | 0.00 [1h698shE2undd [asci_S5_RANAFFrotocolStats(D1611000E) [SELECT DISTINGT NE_TBMEZONE FR...
ECED 3,848,268 | 098 | 000 | 0.00 [tbzddgguuice [asci_55_RANAFProtocolStats(01611000E) [SELECT SYS_VERSION FROM CMPM.T_..
[ 31145 311 604 | 1.00 | 000 | 0.00 [Ttztzv329wgd | [select ¢ name, uname from co...

[ 301428 301,325 | 100 | 0,00 | 0.00 [36s 446 cnwhw | [SELECT C.NAME FROM COLS C WHER...
[ zo0gaz| 200,563 | 1,00 | 000 | 0.00 [dusddevTulps [oms [insert into sys audh] sessioni...

[ 65044 | 65,035 | 1,00 | 0.0 | 0.00 fz9uwptZevtok | [SELECT par_type, param_ciob, ..

[ B4 343 | 3945482 | 60.75 | 0,00 | 0.00 [fSraTdruSfksn  [{0_PTR_RNC_RCS(003110008) [SELECT MAME, PATM, READ, Wi

[ B4 801 | 64,807 | 1,00 | 000 | 0.00 [fhzjt%aTfnnb X34 _W7I_IN_LP_DC(O0811000v) |SELECT DBETMEZONE, LENGTHIDET ..

| B4 532 | 64,542 1.00 | 000 | 0.00 [15jnerb6016nd [0 _VW7I_IN_LP_DCLODS1 1000V [SELECT SESSIONTIMEZONE, LENGT ..

SELECT /*+ RESULT CACHE */ srvr_id

FROM (
SELECT srvr_id, SUM(cnt) SUMCNT
FROM (

SELECT DISTINCT srvr_id, 1 AS CNT
FROM servers
UNION ALL
SELECT DISTINCT srvr_id, 1
FROM serv_inst)
GROUP BY srvr_id)
WHERE sumcnt = 2;

more examples: www.morganslibrary.org/reference/pkgs/dbms_result_cache.html
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Optimizer Settings

= Default Oracle install favors data warehouse not OLTP

NAME TYPE VALUE
optimizer adaptive_ features boolean TRUE
optimizer adaptive_reporting only boolean FALSE
optimizer capture sql plan baselines boolean FALSE
optimizer dynamic_sampling integer 2
optimizer features_enable string
12.1.0.2
optimizer index caching integer 0
optimizer index cost adj integer 100
optimizer mode string
ALL_ROWS
optimizer secure view _merging boolean TRUE
optimizer use invisible_ indexes boolean FALSE
optimizer use pending statistics boolean FALSE
L optimizer use_sql plan baselines boolean TRUE

SQL> show parameter optimizer mode - - -

NAME TYPE VALUE

optimizer mode string

ALL_ROWS < Best for Data Warehouse

SQL> ALTER SYSTEM SET OPTIMIZER MODE='FIRST ROWS_10';

System altered.

SQL> show parameter optimizer mode

NAME TYPE VALUE

optimizer mode string FIRST_ROWS_10 < Best fOI’ OLTP

more examples: www.morganslibrary.org/reference/startup_parms.html
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Optimizer Statistics

» Gather System Stats
= Gather Fixed Object Stats
= Gather Dictionary Stats
= Gather Table Stats
=  Gather Column Stats
= Gather Index Stats
= Gather Extended Stats
= Stat Generation
=  Copy Stats

= Set Stats
» Fixing Stats

more examples: www.morganslibrary.org/reference/system_stats.html
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E Terminal

Window Edit Options

M&ETHR
MERC
MREADTIM
SLAVETHR
SREADTIM

29 rows selected.

sqLs> /

CPUSFEED

CPUSFEEDNW S80.0624
IOSEEKTIM

IOTEFRSPEED G0
MAXTHR

MERC

MREADTIM

SLAVETHR

SREADTIM

9 rows salected.

SQL > exec dbms_stats. gather_system_stats(
FPL/SQL procedure successfully completed.
5Q;> §e1ect phame, pwvalil

rom aux_statsg
3 where sname = ‘SYSSTATS_MAIN';

FRAME PvaLl
CPUSFEED 1081
CPUSFPEEDNW G280 .062427
TOSEEKTIM 10
IOTFRSPEED D6
MAXTHR

MERC 2
MREADTIM 107
SLAVETHR

SREADTIM 02

2 rows selaected.

soL> B

"STOP " D

SQL> select type, count(¥*)
2 from v$fixed table
3 group by type
4 order by 1;

TYPE COUNT (*)

SQL> select name
2 from v$fixed table
3 where rownum < 11;

X$KQFTA
X$KQFVI
X$KQFVT
X$KQFDT
X$KQFCO
X$KQFOPT
X$KYWMPCTAB
X$SKYWMWRCTAB
X$KYWMCLTAB
X$SKYWMNF
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Setting Optimizer Statistics

= Set database, schema, and table stats collection prefs

exec dbms_stats.set table prefs(USER, 'SERVERS', 'ESTIMATE PERCENT',6 '90');

exec dbms_stats.set table prefs(USER, 'SERVERS', 'DEGREE','8');

» Where WHERE clause predicates utilize more than a single table column
collect extended stats

SELECT dbms_stats.create_extended stats(USER, 'SERV_INST', '(srvr_id, si_status)')
FROM dual;

more examples: www.morganslibrary.org/reference/pkgs/dbms_stats.html

META; Solutions for the Red Stack

54



Manufacture Optimizer Statistics

= Creating a new table or partition?

exec

exec

exec

exec

It

= |f you know approximately what will be in it when it is full set the statistics when you create

If working in a DEV or TEST environment set or import stats to make these environments

"look" more like production

dbms_stats.

dbms_stats.

dbms_stats

dbms_stats.

.set_column_stats (USER, 'emp', 'deptno', distcnt=>10000) ; ?

Numerical Distribution
Average Row Length

T~

set_table_stats (USER, 'EMP', numrows=>1000000, numblks=>10000, avgrlen=>74);

set_index stats (USER, 'ix emp deptno', numrows=>1000000, numlblks=>1000, numdist=>10000, clstfct=>1);

set_table stats (USER, 'dept', numrows=>100, numblks=>100)

/ T Number of distinct values

Number of rows Number of blocks Clustering Factor

more examples: www.morganslibrary.org/reference/pkgs/dbms_stats.html
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Processing Rates .

= Besides the amount of work the optimizer also needs to know the HW
characteristics of the system to understand how much time is needed to
complete that amount of work

= Consequently, the HW characteristics describe how much work a single
process can perform on that system, these are expressed as bytes per second
and rows per second and are called processing rates

= As they indicate a system's capability it means you will need fewer processes
(which means less DOP) for the same amount of work as these rates go
higher; the more powerful a system is, the less resources you need to process
the same statement in the same amount of time

= Processing rates are collected manually
SQL> exec dbms_stats.gather processing rate('START', 20);

SQL> SELECT operation name, manual value, calibration value, default value
2 FROM vSoptimizer processing rate
3 ORDER BY 1;

META; Solutions for the Red Stack
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Processing Rates ()

= Processing Rate collection is new as
of version 12cR1

META; Solutions for the Red Stack

OPERATION NAME

CPU

CPU_ACCESS

CPU_AGGR
CPU_BYTES_PER SEC
CPU_FILTER

CPU_GBY
CPU_HASH_JOIN
CPU_IMC_BYTES_ PER_SEC
CPU_IMC_ROWS_PER_SEC
CPU_JOIN

CPU_NL_JOIN
CPU_RANDOM_ACCESS
CPU_ROWS_PER_SEC
CPU_SEQUENTIAL_ACCESS
CPU_SM_JOIN

CPU_SORT

HASH

I0

IO_ACCESS

IO BYTES_PER_SEC
IO_IMC_ACCESS
IO_RANDOM ACCESS
IO_ROWS_PER SEC
IO_SEQUENTIAL ACCESS
MEMCMP

MEMCPY

MANUAL VAL CALIBRATIO DEFAULT VA

2000000.00

200.
200.
200.
1000000.
200.
200.
200.
200.
200.
200.
200.
1000.
200.
1000000.
200.
500.
1000.

SQL> exec dbms_stats.set processing rate('IO', 100);

00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
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Diagnostics



Root Cause Analysis by Sophisticated Guessing

= Check data dictionary for collected stats

= Explain Plans
= Very few people can read them ... | will prove it next

= AWR Reports

= Data <> Information

= |f you want value from AWR ... create AWR Difference reports with
DBMS WORKLOAD_REPOSITORY.AWR_DIFF_REPORT_HTML

= ADDM Difference Reports

= ASH Reports

= SQL Tuning Advisor

= SQL Trace and TKPROF

= Baselines and Evolving Baselines

= DBMS_TRACE, DBMS_MONITOR, TRCSESS, TRACE ANALYZER,
SQLTXPLAIN
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Reading Explain Plans

= Very few people can read an explain plan
= Here are two plans from identical tables with identical stats

= Which one would you rely on?
The SQL Statement

SELECT srvr_id
FROM servers

Database 11gR2 INTERSECT
__________________________________________________________________________ SELECT srvr_id

| Id | Operation | Name | Rows | Bytes | Cost (%CPU) | FROM Serv_inst;

| 0 | SELECT STATEMENT | | 141 | 4560 | 6 (84)]

| 1 | INTERSECTION | | | | |

| 2 | SORT UNIQUE NOSORT | | 141 | 564 | 2 (50) |

| 3 INDEX FULL SCAN | PK_SERVERS | 141 | 564 | 1 (0) |

I 41 SORT UNIQUE | | 999 | 3996 | 4 (29)] SQL> SELECT table name, blocks

| 5 | INDEX FAST FULL SCAN| IX SERV_INST | 999 | 3996 | 3 (0) | 2 FROM user tables
“““““““““““““““““““““““““““““““““““““““““““ 3* WHERE table name IN ('SERVERS', 'SERV_INST');

TABLE_NAME BLOCKS

| Id | Operation | Name | Rows | Bytes | Cost (%CPU) | ;};1_“—,;:;; ______________________________ ;;
""""""""""""""""""""""""""""""""""""""""""" SERV INST
I 0 | SELECT STATEMENT | | 141 | 4560 | 20 (10) | -
| 1 | INTERSECTION I | | | I
| 51 Loamue accmes purs | | | 1) seal s o]
I 3 | SERVERS | 141 | 564 | 9 (0) |
| 4 | RT IQUE | | 999 | 3996 | 10 (10) |
| 5 | TABLE ACCESS FULL | SERV_INST | 999 | 3996 | 9 —TUTT’—

Database 12gR1

more examples: www.morganslibrary.org/reference/explain_plan.html
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This Adds To The Confusion

META; Solutions for the Red Stack

SQL> SELECT blocks

2
3
4

FROM dba_tables
WHERE owner = 'UWCLASS'
AND table_name = 'SERVERS';

BLOCKS

SQL> SELECT blocks

2
3
4

FROM dba_ segments

WHERE owner = 'UWCLASS'

AND segment name = 'SERVERS';
BLOCKS
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This Makes It Even Worse

SQL> DECLARE

2 uf NUMBER ;
3 ub NUMBER ;
4 f1 NUMBER ;
5 flb NUMBER;
6 £2 NUMBER ;
7 f2b NUMBER;
8 £3 NUMBER ;
9 f3b NUMBER;
10 f4 NUMBER ;
11 f4b NUMBER;
12 fbl NUMBER;
13 fby NUMBER;
14 BEGIN

17 dbms_output.
18 dbms_output.
19 dbms_output.
20 dbms_output.
21 dbms_output.
22 dbms_output.
23 dbms_output.
24 dbms_output.
2.5 dbms_output.
26 dbms_output.
27 dbms_output.
28 dbms_output.
29 END;
30 /
unformatted blocks:
unformatted bytes:
blocks 0-25% free:
bytes 0-25% free:
blocks 25-50% free:
bytes 25-50% free:
blocks 50-75% free:
bytes 50-75% free:

bytes 75-100% free:
full blocks:
full bytes:

put_line('unformatted blocks:
put line('unformatted bytes:
put_line('blocks 0-25% free:
put_line('bytes 0-25% free:

put_line('blocks 25-50% free:
put_line('bytes 25-50% free:
put_line('blocks 50-75% free:
put_line('bytes 50-75% free:

put_line('blocks 75-100% free:

put_line('bytes 75-100% free:
put_line('full blocks:
put_line('full bytes:

16
131072

blocks 75-100% free: 11

90112
0
0

35 dbms_space.space_usage ('UWCLASS', 'SERVERS', 'TABLE', uf, ub, f1, flb, f2, f2b, £3, £3b, f4,

TO_CHAR (uf) ) ;
TO_CHAR (ub) ) ;
TO_CHAR(f1)) ;
TO_CHAR(f1lb)) ;
TO_CHAR (£2)) ;
TO_CHAR (£2b)) ;
TO_CHAR (£3)) ;
TO_CHAR (£3b)) ;
TO_CHAR(f4)) ;
TO_CHAR(f4b)) ;
TO_CHAR(fbl)) ;

I
I
I
I
I
I
I
I
I
I
I
| TO_CHAR (fby)) ;

only 12 blocks are formatted

f4b, fbl, fby);

more examples: www.morganslibrary.org/reference/pkgs/dbms_space.html
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AWR Difference Reports qs

= SQL scripts located at SORACLE_HOME/rdbms/admin

awrddrpi.sql  Report on differences between differences between values recorded in two pairs of snapshots. This
script requests the user for the dbid and instance number of the instance to report on, for each snapshot
pair, before producing the standard report.

awrddrpt.sgl  Defaults the dbid and instance number to that of the current instance connected-to, then calls
awrddrpi.sql to produce the Compare Periods report.

awrextr.sql  SQL/Plus script to help users extract data from the AWR.
awrgdrpi.sql RAC Version of Compare Period Report.

awrgdrpt.sql  This script defaults the dbid to that of the current instance connected-to, defaults instance list to all
available instances and then calls awrgdrpi.sql to produce the Workload Repository RAC Compare
Periods report.

awrgrpt.sql  This script defaults the dbid to that of the current instance connected-to, then calls awrgrpti.sql to
produce the Workload Repository RAC report.

awrgrti.sql SQL*Plus command file to report on RAC-wide differences between values recorded in two snapshots.
This script requests the user for the dbid before producing the standard Workload Repository report.

more examples: www.morganslibrary.org/reference/awr_report.ntml

META; Solutions for the Red Stack




AWR Difference Reports s

= SQL scripts located at SORACLE_HOME/rdbms/admin

awrinfo.sql  Outputs general AWR information such as the size, data distribution, etc. in AWR and SYSAUX. The
intended use of this script is for diagnosing abnormalities in AWR and not for diagnosing issues in the
database instance.

awrrpt.sql Defaults the dbid and instance number to that of the current instance connected-to, then calls awrrpti.sql
to produce the report.

awrrpti.sql SQL*Plus command file to report on differences between values recorded in two snapshots. This script
requests the user for the dbid and instance number of the instance to report on, before producing the
standard report.

awrsgrpi.sql  SQL*Plus command file to report on differences between values recorded in two snapshots. This script
requests the user for the dbid, instance number and the sql id, before producing a report for a particular
sql statement in this instance.

awrsgrpt.sql  Defaults the dbid and instance number to that of the current instance connected-to then calls
awrsqgrpi.sql to produce a Workload report for a particular sql statement.

awrupdl12.sql This script updates AWR data to version 12c. It only modifies AWR data that has been imported using
awrload.sql, or data from before changing the database DBID. In other words, it doesn't modify AWR
data for the local, active DBID.

more examples: www.morganslibrary.org/reference/awr_report.ntml
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AWR Difference Reports s

WORKLOAD REPOSITORY COMPARE PERIOD REPORT

o1 L L4 DB Id Instance Release | Cluster
Set Hame

First (1st) ORAPDS 2885124853 orapls 1112030 NO dbZ20p03sh 23152
Second ORAPDS 2885124853 orapl 1112030 NO dbZ20p03sh 2152
(Znd}
Begin
Snapshot Snap Begin Snap Time End Snap Time
Set
id
1=t 33755 02-Apr-14 04:00:15 (Wed) 33780 02-Apr-14 04:30:22 (Wed) 0.8 301 245
Znd 33207 03-Apr-14 04:00:13 (Thu) 33208 03-Apr-14 04:30:18 (Thu) 1.0 301 253
Fe D 222 o0 21.6

Host Configuration Comparison

st | 2nd | Diff | Diff
a0 a0 0 0.0

Number of CPUs:

Murmber of CPU Cores: A0 A0 ] 0.0
Mumber of CPU Sockets: 4 4 0 0.0
Phy=ical Memory: 1031454, 9K 1031454, 9K A 0.0
Load at Start Snapshot: 19.09 2068 1.59 83
Load at End Snapshot: 11.459 .18 .31 27
Yelser Time: 1488 14.44 -.44 -3.0
YeSystem Time: 1.08 1.05 =03 -2.8
Yeldle Time: 3392 3438 45 0.5
W10 Wait Time: 31 45 A3 452 _

more examples: www.morganslibrary.org/reference/awr_report.ntml
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AWR Difference Reports us

Wait Events

® Ordered by absolute value of Diff column of "% of DB time” desoending (idle events last)

Total Wait Time (sec) Avg Wait Time [ms)

O 77w B N R O I I I A
db file scattered read User 11O | o001 448 445 230 54472 23.583.48| 0.21 79.69 3?.9:‘?.52): 0.05 008 e0.00
read by other session User 11O 000 088 087 038 e8.08 18750.00 0.03 15.08 52 06667 0.0% 012  160.00|
log file parallel write System /0 3.BO0 3.41 «.39| 11.54 11.84 0.87 5583 80.EB 85.05 268 280 E.ETI
db file sequential read User 11O 066 085 019 1280 10869 76262 9.72 1524  5679| 043 008 -gt.40
eng: CR - blok range reuse cipt Other 028 017 009 040 031 22850 283 289 2153 824 Bas 2 m|
leg file nync Commit 317 a1 0,06 B.42 8.20 .98 48,65 55,68 19.18 307 3.33
SOL"Net message to dient Metwork 008 012  0.06|72468 186898  157.90 0.85 208 14471 000 0.00
wtl_file 1O User 11O 023 019 004 8550 8488 -0.96 3.50 334 176 0.02 0.02
enq: RO - fast objedt reuse Application 0.12 D.oB .03 0.41 0.31 «24.38 1.72 1.60 278 2.34 288
db file async /O submit Systemn 11D 129 126 003 545 598 256 18.97 2251 1866 181 203
eentrol file paraliel write System 11O 038 o032 03 o7rs 073 -2.67 208 se8 1120 378 432
library cache: mutes X Concurency 0.05 I .03 1.48 1.10 -24.66 .77 0,42 4545 0.28 021
latch free Other 005 002 002 024  0.31 .82 0.76 060 -21.05 122 1.08
direct path weite User 1O oos 0085 001 187 214 2814 0.%0 088 585 0.30 0.22
direct path write temp User /O 037 039 Q01| 152 230 5132 5.48 688 2601 1.99 1.68
reliable message Other | o003 o002z 001 081 o062 2346 0.47 037 2128 o032 0.33
leg Buter space Configuratian 002 001 001 001  0.01 0.00 0.23 0.1 5217 1445 g88
db file parallel write System /0 0.03 Doz .01 0.10 0.08 «20. 00 0.40 0.38 5,00 231 271
control file sequentisl read System /O | 001 000 -000] 545 488 -10.83 0.10 0095 -10.00] 001 0.01
SOL*Net mere data from client Netwert 001 001 000| 1858 189 455 0.11 010  -5.0% 0.03 0.03
SO *Het more data o client Matwork 0.01 0.01 «,00 384 3,84 2.0 0.12 0.12 0.00 0.02 0.02
asynch desaiptor resize Other 000 000 -000| 245 243 -0.82 0.05 0.05 0.00 0.01 0.01 .
eurser pin S Concurencsy 000 o060 oo0o| cos 003 2500 0.00 0.01  100.00 0.01 0.23 2,200.00]
latch: redo writing Configuration 000 000 000 006 004 3233 0.02 001  -50.00 017 0.18
Istch: messages Other 000 000 000 018 043 4875 0.04 0.04 0.00 0.14 0.17
direct path read temp LHar 0D 000 0.00 =0.00 0.83 0.=5 -23.87 0.0z 0.01 =50.00 0.02 0.0z
direct path sync User IO 001 000 000 002 003 5000 0.08 008 1250 219 1.78
lstch: cache buffers chains Concumency | 000 000  000| 014 063 25000 0.02 003 5000 o008 0.02

more examples: www.morganslibrary.org/reference/awr_report.html
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AWR Difference Reports ss

Other Instance Activity Stats

® Crdered by statlstic name

[ woin |
calls to komgas 44,985 48,775 a43| 3082 2731 -10.81| 24.94 27.04 a42| 2.48 261 1.21|
cally 19 komgos 327100 .42 741 22207 19078 -11.64| 151,40 19484 Tt 18.03 1807 ¥ |
cell physical K2 interconnect bytes 2.108,584,808 100.858.843,138 4,607.04] 143372613 EE4TIEES08 3,838.84| 118799650 502108597 4687.78| 11810895 518807781 4 36656
change write lime 518 488 -5.65] 0.35 028 2571 0.28 028 -10.34| 0.03 0.02 33.35
cieanout - numasr of kuget cally 1.431 1,249 873 0.97 078 -21.68| 0.79 0.78 -5.06| 0.08 0.07 12.50|
deanouts and molibads - consistent read gets 10 28 190.00| .01 002  100.00| .01 002  100.00| 0.0 0.00 0.00|

more examples: www.morganslibrary.org/reference/awr_report.html
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DBMS_ADDM
= COMPARE_DATABASES 4 new in Database 12c

= Create a report comparing the performance of a database over two different time periods
or the performance of two different databases over two different time periods

= COMPARE_INSTANCES 4 new in Database 12c

= Create a report comparing the performance of a single instance over two different
time periods or the performance of two different instances over two different time periods

doms_addm.compar_ databases ( dbms addm.compare instances (

base dbid IN NUMRBER, base dbid IN NUMBER,

base begin snap id IN NUMBER, base instance id IN NUMBER,

base _end_snap_id  IN NUMBER, base begin snap id IN NUMBER,

comp_dbid IN NUMBER, base end snap id  IN NUMBER,

comp begin snap id IN NUMBER, comp dbid IN NUMBER,
comp_end_snap_id IN NUMBER, comp instance id IN NUMBER,

report_type IN VARCHARZ := "HTML') comp begin snap id IN NUMBER,

RETURN CLOB comp_end snap id  IN NUMBER,

report type IN VARCHARZ := 'HTML')
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Wrap-Up



Summary

= Do not guess

If your problem is not caused by slow hardware then faster hardware will just create a
problem faster

Gather information from a date-time range when everything was good and compare with
the date-time range when the problem was observed

If the problem is slow SQL ... is the SQL statement itself slow or is it the entire environment
that should be examined?

If the problem is related to CPU ... do you need more/faster CPUs or a better design?
If the problem is related to I/O ... do you need a new SAN or better indexing?

If the problem is related to network bandwidth ... do you need new NIC cards and to stop
network virtualization? Yes you probably do
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Conclusion

= Do not tune by guessing
= Do not blame everything on bad SQL statements
= Until you can prove that the root cause is the SQL

» Use the scientific method
= Construct a hypothesis
= Test the hypothesis by doing experiments
= Validate your conclusion
= Only rewrite SQL after you have established conclusively that the root cause

IS the way a statement has been written and that rewriting the SQL statement
will address ALL issues

* You will most likely rewriting very few SQL statements
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*

ERROR at line 1:
ORA-00028: your session has been killed

Thank You

Daniel A. Morgan

email: dmorgan@forsythe.com
mobile: +1 206-669-2949
skype: damorganlig




